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1 Systems

The theory of ordinary differential equations allows us to study all evolutionary processes satisfying three
properties.

1. Deterministic; that is, the entire past and future is determined by its present state.
2. Finite-dimensionality; that is, the number of parameters needed to describe any state is finite.
3. Differentiability; that is, the phase space of has the structure of a differentiable manifold.

The motion of a system in classical mechanics can be described using ordinary differential equations.
However, quantum mechanics, impact theory, fluid mechanics, and heat transfer do not satisfy all three
properties.

1.1 Phase Spaces, Phase Flows

Definition 1.1. Given a system that can be represented by a finite number of 1-dimensional parameters
T1,%2, ..., Tn, €ach in their respective spaces X1, X, ..., X,,, respectively, the phase space of the system

is the set n
i=1

Notice that each element s € S represents one specific state of the system. While obvious, it should
explicitly be stated that
dim S =n

The abstract notion of a phase space is extremely useful, since we can now model states of the system
as points in S. As stated before, we can form a general theory and treat S as a differentiable manifold,
but for simplicity, we will treat S = R™.

The motion of the entire system can be described by the motion of a point over a curve in the phase
space. Since the system is deterministic, the entire motion over this curve is determined by the point
itself.

Definition 1.2. Therefore, we can assign a velocity vector at each point s € S that models the motion
of the point, called the phase velocity vector. The set of all phase velocity vectors in S is called the
phase velocity vector field in the phase space S. This vector field defines the differential equation of the
process.

S

Since we are trying to model the motion of a point through S, it is often convenient to paramaterize the
motion as a curve with the time parameter ¢. This creates a well-defined curve (blue curves in the figure
above) in a new space that now has a time-axis.

Definition 1.3. Given a phase space S, the extended phase space of a system is the space
SeR

where R represents the new time axis, with parameter ¢. Note that within this theory, negative values
of t are well-defined, and dim (S @ R) =n + 1.
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The parameterized curve, called the integral curve, is defined with the mapping

t— (t,0(t))
where ¢ is the path of the particle through S.

But rather than focusing on the integral curve itself, it is useful to visualize the entire phase velocity field
continuously (since we’ve assumed differentiability) ”morphing” with respect to time. This represents a
change in the entire system as time passes by.
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With this visual in mind, we can see that there may be multiple integral curves that can go through
S@®R. To determine a unique integral curve, it may be necessary to define an initial point that represents
an initial condition.

However, there may be some systems that are invariant under time. For example, swinging a pendulum
or the movement of a particle is only dependent on the position and velocity of the pendulum and
particle. Whether we let go of the pendulum at t = 0 or ¢ = 1 does not matter. This is what we call an
autonomous system.

Definition 1.4. An autonomous, or time-homogeneous, system is a system where the phase space does
not have a time parameter. We can visualize this type of system as one where the phase velocity vector
does not morph at all.
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Example 1.1 (1-Dimensional Autonomous System). Another special type of system is one that produces
a one dimensional constant phase field that changes in the same way everywhere with respect to time.
We can visualize it as a vector field in R that stays constant as time passes (left). Since it may be hard

to visualize vectors in R, we can view them as slopes.
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Example 1.2 (1-Dimensional General System). A one dimensional system can be visualized as the initial

vector field of R at t = 0 gradually morphing as time passes.
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Example 1.3 (1-Dimensional Non-Autonomous Constant System). Let v be a constant, one-dimensional

non-autonomous phase velocity field that changes with respect to time t.
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Then, the function  in which its graph (t, gp(t)) precisely overlaps the integral curves of v can be computed
by Barrow’s formula

o(t) =z + /t: v(r)dr

Where (to,xo) is the initial condition of the system, and T is a dummy variable representing time.

It is also worthwhile to note that we can define the function to exist within a certain subset of the phase
space and to be defined over a certain time interval within R, rather than requiring it to be defined on
the whole space itself. We will denote the time interval I C R and the subset U C S.
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1.1.1 Dimensionality vs Order

Definition 1.5 (Dimensionality of a System). The dimensionality of the phase space of a system is
dependent upon many things:

1. the dimension of the space that we are working in
2. the number of particles or bodies that we observe
3. other factors, like orientation, that may add extra parameters
But colloquially, the more things we have to keep track in the system, the higher the dimensionality.

Definition 1.6 (Order of a System). Formally, the order of a differential equation is the highest order
derivative that is contained within the equation. It has nothing to do with how many moving parts there
are (i.e. dimensionality) and more with the rule that each moving part follows.

Example 1.4. We will state a couple examples of how many dimensions certain systems would have:

1. A point particle moving in three dimensional space in a constant force field would have 3 spatial
dimensions (each represented by a second order differential equation). Note that a constant force
field means that acceleration is also constant, so acceleration is not taken into account.
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2. A rigid body in 3-space has 6 parameters (3 for its center of mass and 8 for its orientation,).

A —

C.oM
b A

Therefore, a system of 3 rigid bodies in 3-space has a total of 6 x 3 = 18 dimensions, where each
body is individually following F = ma where the force F' is given by the gravitational force. This
gives a second order differential equation for each body in terms of the positions of the other bodies.

I3

A F’/ ©\Tz» ,

Fﬁ 3

1.2 First Order Differential Equations

The simplest types of differential equations are systems that contain parameters displacement and first
derivative (velocity). Note that this does not necessarily mean that the dimension of the phase space is
1.

Definition 1.7 (n-dimensional First Order Differential Equation). An n-dimensional first order differ-
ential equation is an equation of the form
y/ = f(tv y)
where y is an n-dimensional vector representing the displacement parameters of the system, ¢ is the time
parameter, and
flto,") : R" — R"

is an n-dimensional vector field that determines the phase velocity field of S at time ¢ = tg. It can also
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be written explicitly as a system as
y/l fl (tv y)
Ya fa(t,y

~—

Yn fa(t,y)
This equation defines an n-dimensional phase velocity field that morphs as time passes, which is used to
model the movement of the n-dimensional system. Simply put, the velocity vector that determines the
evolution of the system is completely dependent on the current state of the system (value of y) and the
time (value of t).

The solution to this system is a smooth map ¢ : I C R — U C R" defined by the integral curve
t— (t,(t)) in the extended phase space that satisfies the equation

¢'(t) = f(t.o(1))
1.2.1 Basic One-Dimensional Examples

Example 1.5 (Normal Reproduction). Assume that the size of a biological population is y and that the
rate of reproduction is proportional to the number of organisms present. This is expressed by the first
order differential equation of dimension 1

vy =ky, k>0

VA 874
VAR sV A 4

t

The solution to the equation, given initial conditions (to,yo) is

p(t) = eFlimtoly,

Example 1.6 (Explosion Equation). If we assume that the rate of reproduction is proportional to the
number of pairs of individuals, we get the differential equation

y/ — k,y2

The integral curves of this equation shoot off to infinity in a finite time, while the integral curves of the
normal reproduction system reaches infinite when t is infinite.

1
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Example 1.7 (Logistic Curve). Due to limiting factors that may restrict the rate of growth of a popu-
lation, we modify the equation to the following logistic equation.

¥=0-z)z

Both the direction field and the integral curves are shown.
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Example 1.8 (Harvest Quotas). Now, we model a situation where we harvest a part of the population.
Let us first assume that the rate of harvest is constant. This leads to the differential equation

¥=(1-x)z—c

The quantity ¢ represents the rate of harvesting and is called the quota. For different values of c, this
results in the integral curves.

(< w o

/

However, if we harvest with a relative quota, represented by the equation
¥ =(1-x)z—pz

for 0 < p <1, this leads us to an integral curve with a stable equilibrium point.
9 \\
t

Example 1.9 (Lotka-Volterra Model). The simplest model describing the predator-prey relationship

between two species is described by the system of differential equations (also a 2-dimensional first order
differential equation).

1.2.2 Additional Examples

' = kx — avy
y = —ly +bzy
The phase space with its velocity vector field can be defined by defining the vector

kx — axy
—ly + bxy

at each point in R?, labeled with the x and y azes.

4 ™
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Note that we have graphed the model such that the two parameters x,y are shown and not the time, but
note that the time parameter t very much exists in this autonomous model.
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The blue curve is the solution to this system, which describes the evolution of the autonomous system as
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time passes.
Example 1.10 (Pendulums). Small oscillations of a pendulum can be approzimated, using Taylor ap-
proximations, to get the differential equation

2 = —kx

By scaling the coefficient k, we can make it equal to 1 to get

"
r = —

The phase space of this system is 2 dimensional, with parameters x1 = x and o = x’. This creates the
autonomous system of first order differential equations

/ /
./L'l = T, ./L'Q = —

This leads to the phase velocity vector field shown below.

L
N
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A more accurate equation for the undampened pendulum system (by scaling k again) is
0" = —sind
Clearly, the solution to this system, given initial value of (x3,x3%), is a heliz.

Yo
(e
e (‘Q.,,Ct))

%\

10/ [68]



Ordinary Differential Equations Muchang Bahng August 2021

This equation can be represented as the autonomous system
!/ !/ .
x| = Ta, Ty = —sinx

which creates the phase velocity vector field

/K\/\

Example 1.11 (Small Oscillations of Spherical Pendulums). A spherical pendulum adds another dimen-
sion of movement (another dimension of angle and angular velocity), therefore inducing a system where
the phase space is 4 dimensional. For small oscillations, the differential equations

" 11
r =—-T, Yy =Y

is represented with the system
! ! ! !
Ty = Tg, Th = —T1, Ty =Ty, Ty = —T3

! /
where x1 = x,x0 =2’ ,x3 =y, x4 =Y .

1.3 Existence Theory

Before we introduce methods to solve differential equations, we will state and prove conditions for
existence and uniqueness of solutions. We will only prove existence in the simplest case.

Theorem 1.1 (Existence of Solutions in a First-Order System with Phase Space Dimensionality of 1).
Let f and 0f /0y be C° functions in a given region U € R?, with (to,yo) € D. This means that
Then, there exists an interval I containing ty and exactly 1 solution ¢ of the differential equation

y/ = f(tvy)

passing through (to,yo). The solution exists for values of t for all points (t,gp(t)) e U. ¢ is also a
continuous function with respect to (t,to,yo)-

In order to state the proof, we will introduce some lemmas.

Lemma 1.2. ¢ is a solution to y' = f(t,y) with p(to) = yo on interval I if and only if ¢ satisfies the
solution y of the equation

y(t) = yo + / F(s.y(s)ds, teT (1)

to

Proof. (=) ¢ is a solution of y/ = f(t,y), with ¢(to) =yo = ¢'(t) = f(t, (1))

— /t:cp/(s)ds/t:f(&@(b’)) ds

= o(t) = ¢(to) +/ f(s,9(s)) ds = yo +/ f(s,0(s)) ds

to to

(+-) y(t) is a solution of (1) = y(t) is continuous by the fundamental theorem of calculus. Since f is
also continuous, y(t) is differentiable.

— 0= (e [ T0060) ds) = 1le.000)

to

Putting t = tg, y(to) = yo, this implies that y is a solution of ¢'(t) = f(t,y). |
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The previous lemma allows us to establish the existence of a solution using (1), which is generally easier.
We now define the Lipshitz inequality for functions of two variables.

Definition 1.8. Let f(¢,y) be a continuous, bounded function in region D. For all (¢,v1), (t,y2) € D,
if f satisfies the inequality
|f(ty2) = f(t )| < Klyz — 1

then f is said to satisfy the Lipshitz condition in D.
Now, we define a series of successive approximations

wo(t) = yo, wjs1(t) = yo + / f(s,05(s)) ds

to

We hope that this sequence will eventually converge onto the actual ¢, but we must propertly define the
©;’s such that the points remain in the region D.

Lemma 1.3. Let & = min{a, %} Then, the successive approrimations ¢; are defined on the interval I
given by |t — to] < a, and on this interval

lpi(t) —yol < M|t —to] <b, j=0,1,2,... 2)

Proof. Clearly, ¢o(t) is defined on I and satisfies (2). Now assuming that for n > 1, ¢, is defined and
satisfies (2) = the point (t,¢(t)) € D for t € I. To prove that (¢,¢n4+1(t)) € D, we already know
t € I, so we must show that |¢,11(t) — yo| < b. Using the intermediate value theorem,

|Pnt1(t) = ol = ‘/t:f(s,goj(s)) ds

t

< ‘/ £ (5,05(s)) | ds
to

<Mt —tg] < Ma<<b

We specifically assign « because first, (2) implies that the successive approximations also have slopes
bounded by the cone of the lines with slope M and —M through points (tg,yo). The length o« of T
depends on where these lines meet D. Either way, the ¢;’s remain in the rectangles. |

Now, we can prove an existence theorem.

Theorem 1.4. Suppose f and Of /0y are continuous and bounded on the rectangle D satisfying the
Lipshitz condition. That is,

of

dy

F(ty)| <M, |

Then, the sucessive approzimations ¢; (defined previously) converge uniformly on the interval I = (to —
a,to + @) to a solution ¢ of the differential equation y' = f(t,y) with p(to) = yo-

|<x

Proof. The second lemma shows that ¢; are defined on the interval I. Now, we define the difference
between ¢; adn ;1 in the interval [to,to + ] and [tg — «, to]. Using the Lipshitz condition,

ri(8) = Loy () — 3(8)] = ) [ £(si05(60) = £(ssesa(s) s

< / 1F(505(8)) — F(505-1(s)) | ds

SK [ gi(s) —pj-1(s)ds
t
:
ZK/ ’I“j_l(S) dS, j: 1,2,...
to
When 5 =0,

rolt) = lon(t) — po(t)] = ] | f(suets)) as

< / £ (s, 0(s)) ds < M(t — to)

to

12/
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Now, using induction, we prove that

MK (t —to)*!

ri(t) < S

:0,1,2,...;t0§t§t0—|—a

The base case suffices. When j = 0,
To(t) S M(t — t())

Now assume that the statement is true for j = p — 1, for p > 1. Then,

t EMEP=(s —t)?
t) < K/ rp—1(s)ds < K/ ('S ) ds
to t p:

_ MK? ((s—to)P“ ! >
p! p+1 |,
o MKp(Sfto)erl

(p+1)' 7t0§t§t0+a

Integrating this fact into the main proof, we have

MKt —tott MKt —to|)7 ™!
G+ 1)! n K(j+1)!
Mot i+
K@ +1)!
M(Ka)i+t
K(+1)!

ri(t) <

This implies that

a)itl

(K
KL

This implies that
Y (pi41(t) = 95(t))
Jj=0

absolutely and uniformly converges in the interval I where |t —{y| < « to some function of ¢, determined
arbitrarily by ¢(t).

To see the rate and error bound of convergence, we already defined

p(t) = o) + Y (Pnt1(t) — pn(t))
n=0

— 0(t) — 9 () =D (ent1(t) — @n(?))
n=0

= lp(t) — ;)] < Z lont1(t) — en (D)

n=j

> K n+1
<2l KZ o

(n+1)!

< M (Ka)'tt Zoo M (Ka)’*! o,
- €
- K j+1' K (j+1)
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It is clear that )
(o)™ —+0asj—
€ = ——r 00
RS J
To prove continuity of ¢(t) on I, we let € > 0 and assign
o(t+h)—o(t) =p(t+h) =it +h) + @it +h) = p;(t) + (L) — o(t)
which, by the triangle inequality, implies that
= lp(t+h) — )] < le(t +h)e;(t+h)| + |t +h) — ()] + |@;(t) — ¢(t)]
< 25 + @it +h) — @;(t)]
Choosing j sufficiently large and |h| sufficiently small, using

lim €5 = 0
Jj—o0

and continuity of ¢;(t), we can make
ot +h) =) < lpi(t+h) —pit)] <&, ash =0
= (1) is continuous since the limit exists at ¢ that matches the actual value.
To show that the (t) satisfies the integral equation in the first lemma, we see that
¢

lim ¢;(t) = ¢(t) = lim f(s,5(s)) ds = / f(s,0(s)) ds

j—o0 j—o0 to to

Yo /tf(s:sﬁj(S)) d5>

to

=¢Mﬂ=m+ﬂf@w$ﬁs

= lim ¢;41(¢t) = lim <
J—00 J1—

oo

Using the first lemma, we see that ¢ therefore satisfies the differential equation y’ = f(¢,y) with initial
conditions ¢(tg) = yo.

Corollary 1.4.1. The error committed by ¢;(t) satisfies the estimate

M (Ka)'tt

lp(t) — @;(t)] < fmem vtel

In fact, the conditions of this theorem implies the uniqueness of solutions of y' = f(t,y). However, we
can prove existence without uniqueness.

Theorem 1.5. Suppose f € C° in rectangle R with f bounded; that is, |f(t,y)| < M for all (t,y) € R.
Let & = min{a,b/M}. Then, there exists a solution ¢ of differential equation

y' = f(ty)
with @(to) = yo existing on interval |t — to] < a.
Now, we prove the uniqueness of solutions.

Lemma 1.6 (Gronwall Inequality). Let K > 0 be a constant, and f,g € C° be nonnegative on interval
a <t < f satisfying

O <K+ [ )g(s)ds vie fag
Then, ,
f(t) < Kexp (/ g(s) ds) Vt € [a, O]

14/
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Proof. Let
t
Ult)y=K Jr/ f(s)g(s)ds = Ula) =K
Then, f(t) < U(t), which implies, by the fundamental theorem of calculus and g(t) > 0, that

U't)=f(t)g(t) <U[#) g(t) (@<t <p)
=U'(t)-Ut)g(t) <0

which implies

U'(t)

7N

—eo ([ asas)) ~v@ao( - ( [ os)05))

[e3%

Theorem 1.7. Let f,0f/0y € C° be bounded in rectangle R = {(t,y) | |t —to| < o, |y — yo| < b}. Then
there exists at most one solution of y' = f(t,y) satisfying ©(to) = yo.

Proof. Since the hypothesis of this theorem establishes the existence of at least one solution ¢, it suffices
to prove that any two solutions are equal. Assume that o1, @9 are two different solutions on a common
interval J. By the first lemma, we have for all t € J

e1(t) = o +/ f(s,01(s)) ds

to

wa2(t) = yo +/ f(SMPQ(S)) ds

to

which implies (using the Lipshitz condition) that

palt) — 1 (1) = / F(5.02(5) — £ (s, 01(s) ds

to

= lpa(t) —a ()] < / (s, 02(5)) = f(s,01(s)) | ds

to

SK\/ (o2(5) — o1(5)

Using Gronwall’s inequality and setting K = 0,g(s) = 1, and f(t) = |p2(t) — v1(¢)], we have

t
SO'GXP(/ 1ds> =0

= |p2(t) —1(t)| =0 = @1 = @2, a contradiction. [ |

SK‘/tjlwz(S)%(S)l

Finally, we prove continuity of f with respect to initial conditions.

Theorem 1.8. let f,0f /0y € C° be bounded in region D and satisfy the Lipshitz condition. Let ¢ be
the solution of y' = f(t,y) with p(to) = yo and let 3 be the solution of y' = f(t,y) with ¥ (to) = Ho.
Assume that ¢ and ¢ both exist on interval [a,b]. Then for each € > 0, there exists a 6 > 0 such that if
[t —t| <& and |y — 9| < 6, then

lot) —v(f) <e, a<tit<b

15/ [68]
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2 Methods of Solution

2.1 Basic Methods for First Order Scalar-Valued DEQs
2.1.1 Variables Separable
Definition 2.1 (Separable DEQs and Solution). A differential equation in the form

is called a wvariables-separable equation.
Assume that given solution ¢, h(p(t)) # 0 for all ¢ € I. Then, we rearrange the equation and integrate
either indefinitely or definitely, where y = ¢(¢). Note that there is no difference between finding solutions
using indefinite or definite integration.

1. Indefinitely, we can use substitution y = ¢(t) to get

[agiyee=[swa = [rza=[awa

This can be remembered with the mnemonic

dy

= =9Wh(y) = W )d t)dt = / dy—/ (t)dt

2. Definitely, we can use the same substitution y = ¢(s), where yo = ¢(to), to get

! (p/(S) _ ¢ A | o t o
/t0 h(p(s)) ds = /to g(t)dt = ) dy = /to g(t)dt

where we can treat § and ¢ as dummy variables.

Both methods define the solution implicitly, but it may or may not be possible to solve it explicitly
as y = ¢(t). However, by the implicit function theorem, we can guarantee the existence of a function
y = p(t) within a neighborhood of (¢, yo)-

2.1.2 First Order Linear Equations
Definition 2.2 (First-Order Linear DEQ and Solution). A differential equation of the form

Y+ a1 (t)y = b(t)

is called a first order linear differential equation.
To solve this, we assume that there is a function pu(t), called the integrating factor, with the property
that

p(t)ar(t) = p'(t)

This can be calculated with the following derivation =
' (t)
u(t)

=a(t) = (np®) = ()
= Inu(t) :/a1(t)dt+k
— ‘u(t) = efal(t) di+k _ k.efm(t) dt

Okay, now what? Well multiplying this integrating factor on both sides conveniently gives us a left hand
side in the form of the product rule of differentiation.

u(t)b(t) = pu(t)y' + u(t)ar(t)y
= pu(t)y' + ' (t)y
= (u(t)y()’

16/ [68]
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Integrating both sides gives us
u(O)y(t) = [ ule)pie)dt+ ¢

Summarizing, the solution, if it exists, has explicit form of

y(t) = M(lt)</u(t)b(t) dt + 0)7 u(t) = ke a1(t) dt

2.1.3 Exact Equations

Definition 2.3 (Exact DEQs and Solutions). Let 1) : R? — R be a C'* function with partial derivatives
1y and v,. A differential equation of the form

Pt y) + vy (ty)y' =0
is called an exact differential equation. The left hand side can be transformed as such:
Yulto) + (6, 9)y' = (6 y(0) =0
This implies that the solution can be written implicitly as
U(ty(t) =c

2.1.4 Bernoulli Differential Equations
Definition 2.4 (Bernoulli DEQs and Solutions). A differential equation of the form

y +pt)y =q(t)y"
is called a Bernoulli differential equation. To solve this, we first divide by y” to get
y "y )y T =q(t)

and use the substitution v = y'=", v’ = (1 — n)y~ "y to plug into the equation and get

() = a(t)

This is a first order linear differential equation that we can solve for v and solve back for y.

2.2 2nd Order Equations Solvable by 1st Order Methods
A small class of 2nd order differential equations, which have the general form
y' = f(t.y,y)

can be reduced by substitution to a system of first order differential equations. There are two types of
equations:

1. Equation of form y” = g(¢,y’) can be solved with the substitution p = 3’ to create the new equation
p'=g(t,p)
which may be solved for p using any of the first order methods. We can then integrate p again to

find y, adjusting the extra constant to satisfy the initial conditions ¢(tg) = yo. That is, if p = ¥ (¢)
is the solution,

@m=m+lw@w

17/
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2. Equation of form y” = h(y,y’) can be transformed into a pair of first order equations (i.e. a first
order vector-valued equation). That is, let ¢ be the solution such that ¢(0) = yo, ¢’ (0) = z9. We
substitute

p(t) =¢'(t) = p'(t) = ¢"(1)

Assuming we found a solution y = ¢(t), suppose we can invert it to a function of y. That is,
t = s(y). This implies that

Then,
dq dq dq
" 7 _ %4 _ 4 _ 4
e(t)=p'(t) = dy@ (t) dyp(t) dy(l(y)

which implies that the equation can be decomposed to the following system of linear equations

j—jqw) = h(y.q(v))
y = q(y)

We first find the solution of the first equation (which may not always be possible). If zp =0, ¢ =0
may be a solution = ¢(t) = yo. If ¢ = 0 is not a solution, we find ¢ = ¥(t), substitute it into the
second equation to find the solution (using variables separable), and then verify it by substituting
@ into the original second order differential equation.

2.3 Numerical Methods: Euler’s Algorithm

Definition 2.5 (Euler’s Algorithm). Given a differential equation y' = f(¢,y), we follow these steps to
create an approximation graph passing through (o, yo).

1. Let the interval be [tg,tg + «]. Divide the interval into n (not necessarily equally spaced) sub-
intervals [t;, t;11] (for simplicity, assume equally spaced).

2. At each point (¢;,y;), calculate the slope of the graph m; by plugging the values into the equation
f(tiyi).

3. From each point (¢;,y;), calculate (t;41,yi+1) using the straight-line graph
Yirr =Y +mi(tivr — &) = yi + f(t, ) (L1 — )

This create a piecewise linear function that serves as an approximation for the true integral curve.

\a » —— ~ AN

P — — ——
(t. 30) “‘Ufu”’ vahﬁ.t
! estimated
—— t
T, t, +A

Theorem 2.1 (Error Bound for Euler’s Algorithm). The cumulative error bound for Euler’s algorithm
18

= 1., 1
kz_l|Tk| = 5 Mh*n = SaMh

18/[68]
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Proof. Let ¢(t) be the exact solution. At (tx,yx) and (tx+1, Yr+1)s

pltsn) =) + [ F(tov)
The formula for the approximate solution is
Yer1 = Yk + (trr1 — ti) (ks yr)
Therefore, the local error per point is

T = |o(tres1) — Yrr1l

‘/Hl ) dt — (ter — te) f(tr, Yi)

We wish to establish an upper bound on Tj. For convenience of notation, let us denote F(t) = f (¢, ¢(t)).
This means that

T = / TR dt = (b — ) F(t)

23

The mean value theorem says that there exists some sy, € (¢x,t) such that
F(t) = F(ty) = (t — tx) F'(s1,)

which implies that

/tkﬂ F(t) dt=/k+l F(ty) + (t — t,) F'(sy) dt

tr tr

:/ (t— te) ' (s) dt + (trsr — tn) F(te)

T = ’ /tk+1(t ) F (52) dt‘

Let
M= togrgg)&a |F (t)|
Then,
F(t) = %—I;(ago(t)) + (‘Z(aﬂﬂ)) (1)
= %fz(t,@(t)) - (?f;(t,w(t)))f (t. (1))

Using the triangle inequality, we get
OF OF
M < x| 0|+ ma 00,0 ma )
< max |- (t,y) + max oy (t,y) max ft,y)

This means that the bound for M can be calculated explicitly with the inequality above. It can be
checked that
tht1 M
M < / (t —tg)dt = 7(1516+1 —tr)?
ty

Assuming equal subdivisions, we can let tx11 —tx = h = & and conclude that

1
T < 5Mh2

Therefore, the cumulative error bound is

= |
;|Tk| = §Mh n= §onh

19/[68]
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3 Linear Differential Equations
Definition 3.1 (nth Order Linear DEQ). A nth order linear differential equation has the form
ao(t)y™ + a1 (O)y" T 4+ an (DY + an(t)y = f(1)
where ag, a,...,a,, f € CY over interval I C R. Using the linear operator
L, :C"(R) — C°(R), L,(y) = aoy™ + a1y ™V + ... 4 an_1y + any

where

Laly)(t) = ( > “iy("_i)) (1) =D a(ty" ()
the DEQ can be written as

Ln(y)(t) = f(t), or Ln(y) = f
The DEQ is said to be homogeneous iff f =0 and inhomogeneous iff f # 0.

In general linear differential equations are important since it is often the case that we reduce nonlinear
differential equations to linear ones with approximations. For example, the equation for the pendulum

is approximated as
a6 g . d’0 ¢
W—Fzsmﬂ—o = ——= +>=0=0
for small 6.

Example 3.1. Consider the equation

1
ty” t)y (1——) =2t
y" + cos (t)y' + )Y

1-— %H is discontinuous at tg = —1, and this equation is not of second order at t = 0. Therefore, valid
intervals I must be a subset of
(—o0,—1) U (—1,0) U (0, 00)

for which there exists a unique solution.

3.1 Solving Homogeneous Linear DEQs

This entire section is grounded in this theorem.

Theorem 3.1 (The Fundamental Set). It can be seen that the set of functions y = ¢(t) that are solutions
to the homogeneous equation L, (y) = 0 is simply just the kernel of L,,, which is a subset of C™(R). Then,

dimker L =n

The basis of ker L is called the fundamental set, and given that {1, @2, ..., pn} is this basis, the general
solution is a linear combination of them.

o= kipi, ki€R

This reduces the problem of finding a general solution to just finding n linearly independent ones.

Definition 3.2 (Wronskian). Let fi, fa,..., fn be of class C" 1(R) in interval I C R. Then, the
Wronskian is defined
fi o T

W(flaf%---vfn)zdet : . :
(n—1) (n—1)
1 e n

A simple application of the Wronskian is shown.
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Theorem 3.2. Let 1,2, ..., p, be any n special solutions of the nth order linear homogeneous equation
L(y) =0. Then, the set is linearly independent if and only if

W(@lvnw@n)#o

Note that this theorem only works when the @;’s are known to be solutions.

Proof. Suppose that W (@1, ...,¢n)(t) # 0 for all t € T and that ¢1,. .., @, are linearly dependent. This
means that there exists a nontrivial linear combination summing up to 0, and differentiating the equation
on both sides gives the following (by abuse of notation, we will denote W as the Wronskian matrix, not
the determinant):

by 0 br1(t) + bapa(t) + ..+ bpon(t) = 0

b2 0 b1o (£) + bah (t) + - - . + bnl. () = 0
W (p1,---50n) =11 = 191 (1) 205 (t) o (t)

bn 0 biol" V) + . 4 b V() =0

For each fixed t € I, by hypothesis W is nonsingular, meaning that the only solution satisfying Wb =0
is when b = 0 itself. But this contradicts our assumption that b # 0, and so we have proved that

W(e1,...,on) #0 = ©1,..., ¢, linearly independent

Now, given that W (p1,...,,)(t) =0 for some ty € I, assume that ¢4, ..., @, are linearly independent.
W (p1,...,¢n)(to) (interpreted as a matrix) is singular, the kernel of W(e1,...,¢n)(to) is nontrivial;
that is, there exists a nontrivial solution b # 0 to

by 0

W(90177§0n)(t0) = :
bn, 0

To show linear dependence of the ;’s, we define a solution ¢ of the DEQ above as
V(t) = bipr(t) + bapa(t) + ... + buipn(t)

where (b1, ...,b,)7T is any solution of W (tg)b = 0 above. Since the system above tells us that
¥(to) = 0,9/ (to) = 0,...,9" (tg) = 0

it follows that » = 0 for all £ € I is a solution. This means that we have found b4, ...,b, such that
b= bipi(t) =0
i=1

contradicting the assumption that ¢;’s were linearly independent. Therefore,

W (p1,...,n) =0 for some tg € I = ¢1,..., ey, linearly dependent

3.1.1 Homogeneous Equations with Constant Coefficients
Let us have the nth order linear homogeneous equation with constant coefficients k; € R.
Lo(y) =koy™ +kiy™ ™V + . 4k 1y + kay=0
Now, assume that a solution in the form e** is valid for z € C (explained later). Then,
L(e*t) = ko(e®)™ + ky (e*) ™D 4 4 k1 () + kn(e7)

= koz"e? + k12" et + L+ kp_12€”t + kpe®t

= eZt(koz” k2" kg2t kn) =0

21/
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Definition 3.3 (Characteristic Polynomial). Given the linear DEQ £, (y) = 0, the characteristic poly-

nomial of L,, is
n
E kizn—z
i=0

Since e*! # 0 for all values of z, we must find all zeroes of the characteristic polynomial. By the
fundamental theorem of algebra, there exists n solutions in C, but it turns out that we can turn them
into real solutions using the following lemma.

Lemma 3.3. Given that we have complex valued solution ¢ to L(y) = 0, where
= e?'t = glathit — ot ( cos Bt + isin ﬁt)
and z* is a complex solution to the characteristic polynomial, the functions
Re(p) = e* cos Bt
Com(yp) = e sin Bt
are real solutions to the DEQ.

Proof. Since z* = « + i is a zero of the polynomial, its complex conjugate z* = « — i is also a zero,
meaning that the following two functions are solutions.

@ = el@TBIt = ¢ (cos Bt + isin Bt)
B = ela™Bt — oot ( cos Bt — isin Bt)

By linearity of ker £, the following are also solutions

o .
Re(¢) = 2, Com(p) = £

Lemma 3.4. Given differential equation L(y) = 0, let its characteristic polynomial have real root z*
with multiplicity m > 1. Then, all the following are also real solutions of the DEQ:

ez*t tez*t t2ez*t o tm—lez*t
If this root z* is complex then its complex conjugate z* must also be a root of multiplicity m, and so in
addition to et ...t te* t the following are also (complex) solutions of L(y) = 0.
et = ezt te? t = tez"t, t2e77t = 1227t ...,tm_le?t = tm—lgz"t

and we can construct a basis of real-valued functions from these 2(m — 1) functions.

Re(e® ), Re(te* t), Re(t?¢* t), ..., Re(t™ Te* t)

Com(e* ), Com(te* t), Com(t?e* ), ..., Com(t™ e t)
We can summarize all this in the following theorem.
Theorem 3.5 (Solving Homogeneous Linear DEQs with Constant Coefficients). Let

n

Lo(y) =Y ay"™ ™ =agy™ +ary™ D + .. +an 1y +ay =0, a; €R

i=0

be a nth order linear DEQ with constant coefficients and let
pn(2) =apz" a1zt an1z+ay

be its characteristic polynomial with distinct roots z1, za,...,2s(s < n), each root z; € C having multi-
plicity m;. Note that 3, m; =n and
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Then, the n functions form the complex fundamental set of the solutions of L, (y) = 0.

{ezlt’ tezlt’ e tmlflezlt’
e*2t te?2t . tm2Tle2t
ezst tezst tmsflezst

If any function t¥e*! (for 0 < w < mys—1,1 < v < s) is complex, then its conjugate t¥e*vt is also in the
fundamental set and we can change the basis of the span of complex functions into the following basis of
real functions having the same span:

{twe™! twezt} = {Re(t“e*"), Com(t"e*")}
Example 3.2. The solutions to the equation y" +y' +y =0 is

—1+z‘\/§t

©1(t) = exp ( 5 )7 ©o(t) = exp (ﬂt)

2

This implies, by the previous theorem, that the fundamental set of real solutions is

Re(¢1(t)) = Re <eét(cos (?) + isin (?))t)

Com(gpl(t))

1 3
e~ 2tgin (%t)

We state the 2nd-order case separately since it is seen often in physical phenomena.

Corollary 3.5.1 (Solutions to 2nd-Order Linear DEQs). Every solution ¢ of y' + py' + qy = 0 with
p,q € R and p? # 4q is defined on —oco < t < oo and has the form

p(t) = cre™! + e
where z1, zy are roots of the equation 22 + pz 4+ q = 0. Furthermore,
1. If p*> > 4q, then 21,22 € R and are distinct.

2. If p < 4q, then 21,20 € C with 21 = Z3 = if 21 = a + Bi is a solution, a general solution can
be expressed
o(t) = e (ay cos B(t) + ag sin B(t))

3. If p? = 4q, then 22 + pg+ p = 0 has a double root at z = —L = a solution is e~ 5t. The other
Lt

solution is of the form, te™ 2", making the general solution

(a1 + agt)e_%t

Proof. (1) and (2) are quite trivial. For (3), we know that o(t) = e~ 3 is a solution, and we will try to
construct another linearly independent solution. This important process that we will employ is analogous
to the reduction of order process that will be explained later. We assume that the second solution is of
form

b(t) = e u(t)
Assume that 9 (t) is a solution of ¥ + py’ 4+ gy = 0. Then manually differentiating, we get
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Plugging these into the differential equation and simplifying gives us

00+ 00+ vt =¥ (w0 + (5= 5 Jul))
Note that by hypothesis, p? = 4¢. Since e~ 2! # 0,

w'(t) =0 = w(t) = a1 4 agt = P(t) = e (a1 + ast)

3.1.2 Reduction of Order
We elaborate on the method used in the previous section and introduce the reduction of order method.

Theorem 3.6 (Reduction of Order of 2nd-Order Linear DEQs). Given the homogeneous linear differ-
ential equation with nonconstant coefficients

Lo(y) = ag(t)y” +a1(t)y + az(t)y =0

where ag,a1,as are C° on I and ag(t) # 0 on I, assume that we know a solution ¢i. Then, the second

solution is oa(t) = o (8 /t : %to) exp ( /t: Z;g ds) da

Proof. Since we know solution @7, we assume that the second solution is of form @5 (t) = w(t)p1(t) and
try to find a nonconstant function satisfying the DEQ. Since,

P2 = WP
vy = w1+ wel
= w"p1 + 20'p) +we
We have
Lo(p2) = agprw” + (2a00] + arp1)w’ +wla(py) for all t € T
But since Lo(p1) =0,
Lo(p2) = agprw” + (2a0) + ar1p1)w’

But notice that this is a first-order linear equation in w’! What we have essentially done is use the fact
that Lo(p1) = 0 to "reduce” the the DEQ from a second-order equation to a first-order one. Letting

v=w' gives
/
v+ (Q%Jral)UO
Y1 Qo
Separating variables we obtain the solution

0=z (- ) = o= [ (- aGe) e

This process can be repeated for higher order equations, we show it for 3rd-order equations.

Theorem 3.7 (Reduction of Order of 3rd-Order DEQs). Given the homogeneous linear differential
equation with nonconstant coefficients

L3(y) = ao(t)y" + ar(t)y” + az(t)y’ +az(t)y =0

where ag, a1, a2, as are C° on i and ap(t) # 0 on I, assume that we know a solution v1. Then, the second
and third solutions are

t t
P2 =901/ 71(s)ds, @3 :<P1/ V2(s) ds
to tO
where v1, 72 are the solutions of differential equation

aop1v” + (Bagy] + arp1)v’ + (3aop! + 2a19) + azp1)v =0

24/
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Proof. We assume that the second solution is of form @2 (t) = w(t)p:(t) and compute the derivatives

P2 = w1
vh = w1 +wyh
0y =w"p1 + 20’ gy +wel

s ", I s

0y =w" p1 + 3w} + 3w + wepf
Substituting these into £3 = 0 and simplifying gives
L3(p2) = agprw” + (3agp] + arp1)w” + (3agp] + 2a14) + aspr)w’ +wLlz(pr) for all t € T
Again, since L3(¢1) = 0, we get
L3(p2) = aoprw™ + (aopy + arp1)w” + (3a0p] + 2a19] + azpr)w’
which is really just a 2nd order equation in w’. Substituting v = w’ gives us
L3(p2) = agp1v” + (3aop) + a1p1)v" + (3aop] + 2a16) + azp1)v

Therefore, we have successfully reduced the order of this DEQ. Upon finding the two solutions 71, s,
the solution will be of form

t t
©2 =<p1/ 7 (s)ds, @3 =<p1/ Ya(s) ds

to to

3.1.3 Cauchy-Euler’s Equation
Definition 3.4. A Cauchy-FEuler equation of order n has the form
tny(n) + altn—ly(n—l) +a2tn—2y(n—2) Fotan ity fany =0, a; €R

There are two ways we can explicitly solve for this equation. Since the most common Cauchy-Fuler
equation is the second-order one, we will solve the following

2y +aty +by=0

1. A trial solution y = t"™ can be used to directly solve for basic solutions (guess and check method).
We assume a trial solution y = ¢". Differentiating it gives

y'(t) =mt™ ",y (t) = m(m — 1)t
Substituting into the original equation and simplifying gives:
(m(m — Dt ) +at(mt™ ) +b(t™) =0 = m*+ (a—1)m+b=0
There are three possible cases:

(a) Two distinct roots mq, ma:
y=crx™ 4+ cox?

(b) One repeated root m:
y=crx"Inz 4 cox™

Note that this solution is found using the reduction of order.

(c) Complex conjugate roots o & Si:
y = c1z% cos(fInz) + cox® sin(f1lnx)

This can be easily derived by using Euler’s formula.
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Consider the equation of the form

We can use substitution [t| = e® to reduce the equation to have constant coefficients.
1. t>0,t=¢" = s=log(t),y(t) = y(e*) = w(s) = w(log(t)). This implies that

dy dwds ldw

dt — dsdt tds
d?y _ ldw 1d (dw) B 1<d2w _dw)

a2 2ds T tat\ds 2\ ds2  ds
= substituti Fw _ dw dw + (s)=0
ituting, — — — —_— =
u u g, d82 dS al ds awis

= w’" + (a1 — Dw' +aw=0
2. When t < 0, the procedure is similar.
This results in the equation L(w) = 0 having the general solution

{clezls + coe®2% 21 # 29 ToOts Of 22+ (a3 — 1)z +az =0

(c1 + cas)e®®  z3 = z9 roots of ”

This means that the solution of L(y) = 0 is one of
{@(t) = et + eoft]
o(t) = (c1 + ez log [t])[t]*
If t € C, e*'o8lYl = |¢|2) assuming that z = a + Bi. This means that
It|? = elatBi)loglt| _ 1og\t|(cos (Blog|t|) + isin (Blog |t|))
|t|*(cos (Blog|t|) + isin (Blog|t]))

3.2 Solving Inhomogeneous Linear DEQs

Definition 3.5 (Inhomogeneous Linear DEQ). An inhomogeneous linear equation is a linear differential
equation in the form

Ly(y)=f

where f # 0. f # 0 usually denotes that there is an external force acting on the system.

Example 3.3 (Dampened Linear Mass-Spring System with Periodic External Force). The dampened
linear mass-spring system subjected to given periodic external force A coswt is represented by the linear
DEQ

y' by + Ey _A coswt
m M
The following theorem provides insight into the structure of the solutions for these systems.

Theorem 3.8. Suppose 1, is a particular solution of L,(y) = f on I and suppose 1,92, ..., pn are n
linearly independent solutions of the homogeneous equation

Ln(y) =0
Then, every solution ¢ of L, (y) = f has general form

1/)=%+ZC¢%

i=1
That is, the set of all solutions is an n dimensional affine subspace within the space of all continuous
functions.
Proof. Let 1, be a particular solution of £,(y) = f and %y be any solution of L,(y) = 0. Then,
g € ker £,,, which means that by linearity of £,,,
Ln(Vp + ktho) = Ln(Vp) + ELn(Y0) = f+0=f
|

We have reduced the problem of solving inhomogeneous DEQs into solving the homogeneous version and
finding a particular solution.
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3.2.1 Variation of Constants

We now attempt to find a particular solution 1), for a second order linear inhomogeneous equation. The
great thing about the method below is that as long as the functions ag # 0, a1, az, f are continuous over
certain interval I C R, it always provides us with a specific solution.

Theorem 3.9 (Variation of Constants Formula for 2nd-Order Linear DEQs). Given inhomogeneous
linear DEQ

Lo(y) = ao(t)y” +ar(t)y +az(t)y = f

where ag, a1, as, f are all continuous on I, assume that we have the general solution @ = c1p1 + capa for
L2(y) = 0. Then, a particular solution 1, for Lo(y) = f is given by the Variation of Constants formula

_ T f(9)pals) . P f(s) pr(s) .
vp = SOl(t)( /to ao(s)W (i1, ¢2)(s) I ) *ealf) </to ao(s)W (1, 2)(s) d >

i [ @000) 1)
Bh Aot i

Proof. We assume that the particular solution is of the form

ds

Yp = U1 + U202

and that we have found these functions u1,us. This assumption is quite arbitrary, but we will see why
this works later. This implies that

Uy = (u1p1 +u2ps)’ = w19 + uapy + U1 + U
%’ = w1} + usply + 2ul o1 + 2ubph + uf o + uh o
With these derivatives, we can expand out the equation Lo (¢p) = f to get

Lo(p) = La(urpr + uzps) = ag(urpr + uap2)” + a1 (u1p1 + uop2)’ + ag(urp1 + uzpo)

= ao((p1uy + pauy) +2(Piuy + hu)) + ar(pru) + pouy) = f
We would like to obtain some sort of relation from this last equation. If we assume that
p1u) + pauy =0

for all t € I, then (p1u) + paub) = prul + paul + iu) + phul = 0 and thus

f
ao ((p1uf + pauy) + 2(Qhu] + Phuh)) + ar(pru] + pauy) = f = Qlu) + phuh = -

Notice our line of reasoning so far: Assuming the existence of a solution of form 1, = w11 + uz¢p2
(and that p1u) + pauh = 0) implies that @ju] + phuf = 5 However, we can reason backwards and
state this: If we can find two equations uy, us satisfying ¢1u) + waub = 0 and pju) + phub = 5, then
©p = U1p2 + Uspy satisfies Lo(p,) = f on I. So assume that there exists u1,us such that (written in

matrix form)
(2 24
YN flao

Using Cramer’s rule, we solve for v}, u) and integrate to get uy, us.

;o 0 w2\ _ —f2 _ ! —f(8) pa(s)

N ) & (f/ao soé) S aWiengy 0= / w0 &)W (g, 02)(5)

;L 1 o1 o fo1 s f(s)p1(s)

2= Wiorp) < 0 f/a()) " Wiy = / oW (o p2)(3)
Therefore,

2(t)p1(s) — 1 (t)pa(s))

Up(t) = ur(Dr (1) + ua(t)pa(t) = / - %Es) Wone)l
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Theorem 3.10 (Variation of Constants Formula). For an nth order linear differential equation
La(y) = ao(t)y™ +ar(®)y™ D +... 4 ana ()Y +an(t)y = f

Let the fundamental set of its homogeneous counterpart L,,(y) = 0 be @1, ..., p,. Then, upon solving the
system

Y1 V2 “n 4 0
©1 ©5 @n (&) :
: : Lo 1 | o
T s A\ f/ao
for uy,uh, ... ul,, we find 1y, to be

4 Series Solutions of Linear Equations

A wider class of differential equations has solutions that can be expanded into a power series than ones
that can be solved in closed form (that is, expressed in terms of elementary functions).

Example 4.1. Given the differential equation

. v
y' = —sin(y) — v, ¢(0) = Z,w’(O) =0

Assuming that ¢ is an analytic function, we can write the Taylor series

0,

< 0)
@(t) = p(0) + @ O)t ... = 3 % i
=0

We can solve for each derivative manually by plugging it into the equation

¢ (0) = — cos (¢(0))¢"(0) — ¢"(0) = V2

2
¢ (0) = sin (9(0)) (¢'(0))” = cos (12(0)) " (0) — ) (0) = 1%\/5

Doing this recursively, the expansion of the solution ¢ begins with the terms

T 2t2 2¢3  1—+21t
(p(t):f_ii_kii_i_i\/»i
4 2 2l 2 3l 2 4!

4.1 Review of Power Series

Every power series
o0

Z cpt”

n=0

has a radius of convergence R > 0 over C. Some more properties:
1. The series converges absolutely for |t| < R.

2. Assigning f(t) = > ¢, t™ for |t| < R, f € C*°, then

>l
FO@ = Feat
n=k

with radius of convergence also R.
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3. If [a, b] is the interval of convergence, then

b oo b
/ f(s)ds = ch/ s"ds
a n—0 a
/ F(s)ds = n g

which also has a radius of convergence R.

In particular,

4. Tdentity theorem for power series. If g(¢t) = >_ d,t™ is another power series with ROC = R, and
f(t) = g(t) on some interval in which the series both converge, then d,, = ¢, for all n. In particular,
if the sum of a power series is 0 for all ¢ € I, then every coefficient in the series must be 0.

5. f,g converge =—> f + g converges within the ROC of both f and g.
6. f,g converges = fg converges within the ROC of both f and g.

Definition 4.1. f is analytic at t = a if and only if it can be expanded into a Taylor series

o0 () (n,
=Y et —ay, e =L
n=0 :

with radius of convergence R > 0.

It is assumed that the reader is familiar with basic convergence tests such as the ratio test and the
comparison test.

Lemma 4.1. Let f,g be analytic functions. That is, they can be expressed

o0

f(t):ch(t—a Zd (t—a)"

n=p

Without loss of generality, suppose p < q and dq # 0. Then, f and g are linearly independent on every
interval I in which f,g converges.

Proof. This proof is trivial using linear algebra since f is expressed using more basis vectors. |

4.2 2nd Order Linear Equations w/ Analytic Coefficients
Example 4.2. Despite what we have learned, the differential equation
y'(t) —ty =0, o(to) = a,¢'(to) =b

cannot be solved with any of the previous methods, but there does exist unique solutions for all t. We
wish to find a solution using a new method. Assume that (t) is analytic at t = tg. That is, it can be
expanded

@()—00+C1(t—t0)+62(t—t0 . cht—to

that converges in an interval |(t —to)| < A (we will not worry about convergence yet). We can calculate

o (t) — to(t) = > k(k — )eg(t —to)* ch (t —to)"*!

=2c3+ Y (k(k—1)cx — cps)(t —t)" 2 =0
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if and only if p(t) is a solution of y’ —ty = 0. This implies that

200 =0,k(k—1)cy —cx—3=0

1 1 1
= cy =0,c3 = ﬁCO,C;L = 3701,05 = 5
Cam = (1)(4)(5;23?71*2) co
= § C3m4+1 = —(2)(5)&2;(1:??7’_1)6

Ca, ...

C3m+42 = 0

which proves us an explicit definition of ¢ dependent on initial conditions a = p(0) = ¢, b = ¢'(0) = ¢;.
Therefore, a candidate for a solution is

p(t) = ap1(t) + bpa(t)

o1 3 DI o (1 3 QOB o)

m=1 m=1
We can see that this infinite series converges for |(t — tg)| < oo.

Theorem 4.2 (Existence of Analytic Solutions of 2nd-Order Linear DEQs of Analytic Coefficients).
Given equation (with leading coefficient 1)

Y +p(t)y +q(t)y = f(t)

If p,q, f are analytic at toy, then there exists a unique solution ¢ satisfying p(to) = a, ¢ (tg) = b. This
solution is analytic at t = tg, with expansion

o0
o(t) = cr(t —to)*
k=0
converging for at least those values of t converging on p,q and f. The coefficients ¢ can be determined

recursively by direct substitution into the differential equation.

Notice that this series method can be very useful computationally. For values close to tg, we can calculate
the series up to a certain number of coefficients to gain a good approximation of the actual function.

Example 4.3 (Legendre Equation). Given the equation
(1—t2)y" =2ty + ala+1)y=0

with o a given constant. In order to determine whether this differential equation has a series solution
about t = 0, we use the previous theorem. We modify the equation to
" 2t ala+1)

!
VoYt e

y=0 (t#=£1)

The coefficient functions are indeed analytic. That is,

2 >
— = A+t )= =2t ) P
7 A+ +t1+ ) ];0
ala+1) - 2%k

with a radius of convergence of 1. Therefore, the conditions of the theorem are satisfied, and the Legendre
equation has a unique analytic solution satisfying ©(0) = a, ¢’ (0) = b for all a,b.

4.3 Singular Points of Linear Equations

Many differential equations which arise in applications, the so-called equations of mathematical physics,
fail to satisfy the hypotheses of the theorem stating the existence of analytic solutions. That is, there
are points ¢ = to where the coefficients are not analytic (usually because it is unbounded). They usually
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pop up when we divide the entire equation by the leading coefficient ag(t), which leads to one of the
non-leading coefficients to become un-analytic when it is of the form

ai(t)

ao(?)

We formalize this below

Definition 4.2 (Singular Point). t = t( is a singular point of the differential equation
La(y) = ao®y™ + a1ty Y + ...+ an 1 ()Y + an(t)y =0

if ag,as,...,a, are analytic at ¢ty and ag(tg) = 0, but ay,...,a, are not all zero at tyg. A point that is
not a singular point is called an ordinary point.

In relation to the theorem on the existence of analytic solutions, we would like to clarify that given
singular point ¢y and non-singular point ¢y,

At t =t; = Analytic solution exists (theorem)

At t =ty = Analytic solution could exist or not

That is, the theorem tells us that given equation

Y +p(t)y + q(t)y = f(t)

where p, g, f are analytic at ¢; (i.e. t; is ordinary), we are guaranteed the existence of a analytic solution
in a neighborhood of ¢;. However, if p,q are somehow not analytic, then there may or may not be an
analytic solution. This will be elaborated in the following example.

Example 4.4 (Nonexistence of Analytic Solutions in 1st-Order Cauchy-Euler Equation). Consider the
first-order Cauchy-FEuler equation centered around t = tg

(t—to)y +ay=0

where a is a constant. Then, there cannot be an analytic solution to this DEQ at t = to since the
coefficients of the equivalent, equation
a
I
A,

A special solution for this DEQ is y = (t — tg)~%, which is graphed (along with the phase velocity vector
space/slope field) for when a > 0,a =0, and a < 0.

Y

Given that a > 0, we can see that the solution is clearly unbounded at t = ty, so there does not exist an
analytic function. However, if a < 0, then there does exist an analytic function.
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Example 4.5 (Nonexistence of Analytic Solutions in 2nd-Order Cauchy-Euler Equation). Consider the
second-order Cauchy-Fuler equation centered around t = tg

(t —to)*y" + (t — to)ary' + asy = 0

where ay,as are constants. Then, we can see that there cannot be analytic solutions to this DEQ at t = t,
since the coefficients of the equivalent, normalized equation

aq ’ a9
v (t —to)

t—to
are unbounded at t = tg. However, in a neighborhood of any point ty # tg, there does exist analytic
solutions. Assuming a; = az = 1, we can see that the solution y = p(t) = cos(In (t — to))+sin(In (¢ — tp))

oscillates infinitely as t — tg.

'+ 5Yy=0

'EZE -

¢ ——

t

Furthermore, by setting this up as a system of first order equations using y = y,x = vy, we get

/

<
I
8

2= = — a1 T — a2
t—to  (t— )2’

<

Normalizing a1 = as = 1, we give the phase velocity vector field for the three time periods t = tg —
1,t0,t0 + 1.

\'

qli)
// /\

\

\Z)
=N

o\
(1]
&~
Q

[\
sk
+
T

t’fa"

The behavior of the solutions near the singular point ¢y (whether it is actually analytic or not) depends
on how rapidly ag(t) approaches zero as t — tg. For this reason, we distinguish two different types of
singular points, with the first being the regular one.

Definition 4.3 (Regular Singular Point). The point ¢ is called a regular singular point of the equation

Lo(y) = ao)y™ + a1 (t)y™ ™V + .+ a1 ()Y +an(t)y =0
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if it is a singular point and if

as(t) an (1)
ao(t)’ ao(t)
have the property that (t —to)p1(t), (t —to)?pa(t), ..., (t —to)"pn(t) are all analytic at to. It immediately

follows that the equation £, (y) = 0 has a regular singular point at ¢t = ¢, if and only if it can be written
in the form:

) pQ(t) =

L pa(t) =

ao(t)y(") + aq (t)y(”fl) +.oootan 1Y +an(t)y=0

(n) ax(t) (n—1) an—1 ;o an(t) _
=y +a0(t)y +"'+a0(t)(t)y+a0(t)y70
n, (n na (t) n—1 nan* / nan(t) _
= (t —to)"y™ + (t — to) a;(t)y( )b (t—to) ao(t;(t)y +(t—to) )? =0
n, (n n—1 al(t) n—1 na’fl(t) _
ﬁ(t—to) y()+(t—t0) ((t—to)ao(t))y( )+...+((t—to) ao(t )y—O

= (t—to)"y"™ + (t —to)" Lar )y 4+ .. 4 (t —to)an_1()y + an(t)y =0

Therefore, the equation £,,(y) = 0 has a regular singular point if it can be written in the form

n

Z(t — to)nfiai(t)y(n*i) _ 0, Oéz(t) _ (t _ to)i al(t)

i=0 a(t)

where the «;’s are analytic at ¢t = ty. If a singular point ¢ = ¢y is not regular, then it is called an irregular
singular point.

Example 4.6. We list three examples of equations and their corresponding singular points.

1. The Euler equation
(t —t0)*y" + (t —to)ary + a2y =0
is the simplest example of an equation which has a reqular singular point at t = tg.
2. The equation
3
t2y// + §ty/ +ty=0

has t = 0 as a regular singular point because p(t) = %,q(t) = % have the property that tp(t) =
%,tzq(t) =1t are both analytic everywhere.

3. The equation
(t—1)3y" +2(t —1)%y =Tty =0

does not have a reqular singular point at t = 1.

4.3.1 Change of Basis

To simplify the process, we can perform a change of basis
t—x=1t—1g

which allows us to transform the singular point ¢y to the origin without changing the form of the equation
in any essential way. Therefore, we would let

ai(z) =a;(to+z) foralli=1,2,....,n

which are analytic at x = 0 since «; is analytic at t = t3. Furthermore, we define

y(x) = y(to + )
and by the chain rule, we have

dy N o d"y

ST =yt +2) =y (1)
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Therefore, the equation simplifies as such:
(t —to)"y™ 4 (t — to)" Lar ()y" Y + .+ (= to)an_1 ()Y + an(t)y =0 (3)
= 2"§ " (2) + 2" (2) 7" (@) + . A 281 (2)T () + an(2)y =0 (4)
Therefore, if §(x) is a solution of the second equation with regular singular point 2 = 0, then the function
y(t) = g(t — to) is a solution of the first equation with regular singular point ¢ = tg.
Therefore, we will assume that such a preliminary simplification has been made, and without loss of

generality, we will consider a nth order homogeneous linear differential equation with regular singular
point (changed accordingly to be at t = 0) to be of form

"y L ay ()Y L o ()Y F tan—1 (DY + an(t)y =0

where the «;’s are given functions analytic at t = 0 and having power series expansions

o0
t)=> apth
k=0

which converge in some interval [¢| < r.

4.3.2 Examples
Example 4.7. The following DEQ can be changed as such

1 1
2ty +y +ty =0 = 2y’ + ity’ + §t2y =0

=12y +tar(t)y + ax(t)y =0
where

1

1
a(t) = o as(t) = 5752

which are both analytic at t = 0, making t = 0 a regular singular point. If both a1,y were constants,
this following equation would be the Euler equation, making one of the solutions to be of form |t|*. But
since g 1s mot a constant, we attempt to find a solution of form

o0
17> ent®, o #0
k=0

where the constants z, ¢y, are determined by substitution into the differential equation within some interval
of convergence around t = 0. Since t = 0 is a singular point, we separate the casest >0 andt < 0. We
first consider the case t > 0 and try the following solution of @ and its derivatives (assuming p € C?):

o0 o0
=17 cpth = opt*
0 k=0

(e .

gol(t) _ ck(z 4 k)tz+k—1
k=0

@' (t) = cn(z+k)(z+k—1)tFTh2
k=0

We substitute this into the equation and simplify it, where we set the indicial polynomial as f(z) = z(z—3)
(we can find this by looking at the quadratic term in z having coefficient cg).

1
Oztzgol’(t)+§tcp()+ Ly ©(t)
=cpz z—l t* +ci(z+1 tz+1—|—z z—i—k)(z—l—k—l)ck—i—fck o |t HE
2 2 2

=t* (cof(z) +oaf(z+ 1)t Jrz (f(ZJrk)ck + ;Ck_2>>
k=2
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The equality implies that every coefficient of every power of t vanishes on the right hand side. Since we
assumed co # 0, we have

f(z)=0
af(z+1)=0

1
f(z+k)ck+§ck_2 =0 fork=223,4,...

1
f(z)=0 = z=0o0rz=3;.

1. When z = %, this must mean that ¢; = 0 in order to satisfy the equation c1f(z+1) = 0. We can
rewrite the relation f(z 4+ k)ci + %Ck_z =0 as

-1 1

Ck = 77771 Ch—2= —
2f(k+3)

2%k +3) "2

1
2

Remember that ¢y # 0 is arbitrary and that ¢ = 0, so we can manually calculate

Com—1=10
C m —1
m=(=1" i = (~1)™ 2(4i + 1
c2 (=1 2:-4-6...2m-5-9...(4m +1) (-1 CO(H i(di + ))
form =1,2,.... Substituting these quantities into the series o(t) =t* > 72—, cit" gives one candi-

date for a solution of the differential equation fort > 0:

o1 (t) = t1/? (1 + i (1)m(ﬁ 2i(4i + 1))_ t2m>

Note that the co, which is just a constant factor, has been normalized to 1.

2. When z =0, we find that c; = 0 (cq still arbitrary), but we rewrite the relation f(z—i—k)ck—i—%ck,g =
0 as

Ck = 5rn k=2 T T o 1y k2
2f(k) 2%(k — 1)
Leading to
Com—1 =0
Co m —1
m= (=" — (1) 2i(4i — 1
cam = (1) 2:4-6..2m-3-7...(dm —1) (-1) CO(E i(4i ))

form =1,2,.... Substituting and normalizing co = 1, we obtain the second candidate for a solution

of the DEQ whent > 0 as
o] m —1
@a(t) =1+ Z(—l)m<H2i(4i - 1)) t2m
m=1 i=1

Using the ratio test, we can find out that for the series @1, pa,

Am+1
Am

— 0 asm — oo

where a, is the mth term of the series. Therefore, both 1, pa converges within (—oo,00). Therefore,
we have found solutions of the form
oo
7 ext”
k=0

for when t > 0 (the value t = 0 must be omitted because the differential equation has no meaning at the
singular point t = 0). It is easy to prove that p1 and @y are linearly independent. The above calculations
are all valid for t < 0 if t* is replaced by [t|* = e*'°8 8 and still leads to the same solutions @y, s for
the interval (—o0,0).

35/



Ordinary Differential Equations Muchang Bahng August 2021

Therefore, we can see that the assumption that a given DEQ has a solution of the form

oo
7 ext”
k=0

leads to a quadratic equation in z, the indicial equation, and each root of the indicial equation leads
to two linearly independent solutions of the differential equation. However, an indicial polynomial may
have a double root, which will require extra work to find the second solution.

Example 4.8. The differential equation ty"” + vy +y = 0, which may be written as
2y +ty +ty=0

Clearly, t = 0 is a regular singular point. Assuming the existence of solution of the form (t) =
|t 21210 cpth on some interval, we consider the case t > 0. With some steps omitted, we have

120" () + 1 () + top(t) = ( z)eo + Z f(k+ 2)ex + e 1)t’“)

where the indicial polynomial is f(z) = 2%, having a double root z = 0. Since every term on the right
hand side vanishes, we have

Ck—1
k2

k
1
= Ck :cOH——Z
. (3

=1

By substituting in the ci’s, we have (fort >0)

go(t)lthzi(ﬁllQ) k

k=1 “i=1

flk+2)cp+cp—1=0 = cp=— , k=1,2,3,...

Similar calculations show that the same solution pops up fort < 0. The ratio test tells us that the interval
of convergence for p(t) is (—o0,00). We will talk about how to find the second solution later.

Note in the previous example that although the differential equation makes no sense at the singular point
t = 0, the function defined by the series

o0

S

k=0

is well defined
Example 4.9. The DEQ ty" +ty' —y = 0, which can be rewritten as
toH +t2y’ —ty=0

has t = 0 has a reqular singular point. When t > 0, we calculate
207 4 12—ty tz( c0+z f(k—+2)ce + (k+ 2 — 2)cp 1)t’“>

where f(z) = z(z — 1). For every term to vanish, z =0 or z = 1.

1. Taking z = 1, we have

(k)—l)ck_l

— k=1,2,...
k(k+1) 9 y “y

which gives ¢, = 0 and taking co = 1, have have solution @1 (t) = |t|, which is clearly convergent.

Cp =— —

2. When z =0, the recursion formula becomes
k(k—1ek + (k—2)eg—1 =0, k=1,2,...
But taking k = 1, ¢c1 must be determined from the relation
0-c1—cog=0

But since c¢g # 0, this is impossible and there can be no solution of the assumed form corresponding
to the root z = 0. However, a solution of a different form does exist.
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4.3.3 Regular Singular Point Theorem

We can neatly summarize our theory of finding solutions of equation with singular points with the
following theorem.

Theorem 4.3 (Regular Singular Point Theorem of 2nd-Order Homogeneous Linear DEQs). Consider
the differential equation
t2y" +ta(t)y' + Bt)y =0

where a1, B are analytic at reqular singular point t = 0 and have expansions
oo oo
alt) =Y axt®, Bt) = Byt"
k=0 k=0

which converge for |t| < r for some r > 0. Let z1, 2o be the roots of the indicial equation
f(z)=2(z-1)+az+ =0

with Re(z1) > Re(zz). Then, there is always a solution of the form
Pl =i 3 et (w=1)
k=0

in the punctured interval 0 < |t| < r whose coefficients cj can be determined recursively from the equations

—

fzi+ k) =— ((j+z)ak_j+6k_j)cj, k=1,2,...
i=0

]:
As for the second solution, there are three possible cases:

1. If 21 # 29,21 — 20 & 7, then there is a second, linearly independent solution of the form
o0
pat) = [ttt (e =1)
k=0

also in the punctured interval 0 < [t| < r. The coefficients ¢ can also be solved using the recursive
formula above, with z, replaced by zo and cy, replaced by Cy,.

2. If 21 = 23, then the second (linearly independent) solution is of form
o) = 1 (ot ) + o
k=0
valid for 0 < |t| < r, whose coefficients by can be determined by direct substitution into the DEQ.
3. If 21 — zo € N, then there is a second linearly independent solution of form
©a(t) = [t]2 (Z bktk) + a1 (t) log ||
k=0

valid for 0 < |t| < r, where a is a constant (possibly 0) and the coefficients by, can be determined
by direct substitution into the DEQ.

Note that it is simpler in practice to substitute the assumed formula of the solution into the DEQ than
to use the recursive formulas to solve for the coefficients.
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4.3.4 The Bessel Equation

Definition 4.4 (Bessel Equation). The Bessel equation arises in a natural way in many mathematical
physics problems having axial/cylindrical symmetry, and is written in the form

Lo(y) =ty +ty + (> —p*)y=0

where constant p € C and Re(p) > 0. The point ¢t = 0 is a regular singular point, and the equation is of
form 2y + ta(t)y’ + B(t)y = 0.

Definition 4.5. Recall the gamma function
I'(z) = / e 2" tdr, Re(z) >0
0

and its properties:
1. T'(z) is well defined and continuous for Re(z) > 0.
2.T()=1,T(3) =7
)
)

= (z—1)T'(z — 1) for Re(z) > 1 from integration by parts.

> W

5. We can define I" for negative non-integer numbers z using the recursion formula

I'(z+k)
z4+1)...(z4+k—-1)

I'(z) = o

by choosing a positive integer k such that Re(z+k) > 0. Therefore, we can define I" for all complex
numbers z except for when Re(z) € {0,—1,—-2,-3,...}. The graph of I" in R x R is shown.

Gamma function

/-

L.

-2

A4—v—

Theorem 4.4 (The Bessel Function). Given the Bessel equation

e L L L L T T e L

t*y" +1y' + (£ —p")y =0, p€C, Re(p) >0

where t = 0 is a reqular singular point.
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1. If p ¢ NU {0}, then the following Bessel functions of the first kind J (of index p,—p)

Jp(t):‘;pgm(gzm

are two linearly independent solutions for 0 < |t| < oc.

2. If p =0, then the Bessel function of the first kind and second kind, both of index 0
B [e%e) (_1)771 ¢ 2m

JO(t) - z:o (m|)2 9
& (- 1 IRWAAN

Ko(t) = Z <(m!)2 1+2—|—...+m 5 + Jo(t)logt

are two linearly independent solutions for 0 < |t| < oc.

3. If p is a positive integer n, then the Bessel function of the first kind of index n and the Bessel
function of the second kind K (of index n)

o= [if 5 ()"
ko=t (B E () L e D))

0
_;(;>nim<<l++11c>+<1+;++kin>)<;)2k

Proof. We now derive the solutions to this Bessel equation. By the regular singular point theorem, since
alt) =1, B(t) = —p? + 3
which both converge for |t| < oo, the indicial equation is
f)=z2(z-1)+z+—p*=2"—p?

which has zeroes z; = p, 20 = —p (remember we assumed (Re(p) > 0). If p £ 0 and if 2 — 20 = 2p is
not a positive integer (i.e. p is not 0, an integer, or a half-integer), there exists two linearly independent
solutions 1, 2 of the equation, valid for 0 < |¢| < 0o, of the form

pr(t) = [t Y et®  (co #0)
k=0

palt) = [P Y ent® (60 #0)
k=0

where coefficients cg, ¢; are determined recursively by substitution. We first compute ¢; and assume
t > 0. Substituting

oo

L) =D clp+ RO =D "e(p+ k) (p + k — trTE2
k=0 k=0

into the equation and simplifying gives

£2(e1(0) = (S + £p+ Vst + 3 (-4 Rjew + ena)t) =0

k=0
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for which we conclude that
1
fop+1ea=2p+1=0 = p=-—gora =0
But since Re(p) > 0, this means that ¢; = 0. We use the recursive relations

flo+k)ew +co—a=k@2p+ k)ex + ck—2 =0
which implies that

Com-1=10
Com = (=1
T 22mml(p+ 1) (p+2)... (p+m)
for m = 1,2,.... Therefore, the solution can be written as

B . > (_1)mt2m
Pr(t) = colt (1 +mzzl 2rml(p+ )(p+2) - (p+m)>

Since we can let ¢y be any nonzero constant, we define it using the Gamma function as

1
T2+
resulting in the solution
P & (-1)m AN
=15 X e m i\
m=0 4P m+ )

called the Bessel function of the first kind of index p. It is well defined for all ¢ € R and satisfies the
DEQ for 0 < [t| < 0. |

4.3.5 Singularities at Infinity

We can also study the behavior of solutions of the equation

Lo(y) =y" +pt)y +q(t)y =0

as |[t| — oo by making the change of variable ¢ = 1/ and studying the behavior of solutions of the
resulting equation as  — 0. Thus, we let ¢ be a solution of the original DEQ for [¢| > R and let

1, _ 1, _ 1
b(@)=e(2), pla)=p(2), (@) =q()
which should all be well-defined for |z| < 1/R. By the chain rule, we have
1
P(t) = — /(@) = —2*'(a)
1 2
P1(8) = 30 () + () = 2" (@) + 26 (2)
Substituting this in shows that 1 satisfies the new equation
Lo(z) = 2*2" + (22° — 2%p(x)) 2’ + q(z)z = 0
in which z is the independent variable and z is the function. Therefore, if 1) satisfies £o(z) = 0 and if

o(t) = (1/t), then ¢ satisfies L2(y) = 0. Our results lead to the following theorem.

Theorem 4.5 (Singularities at Infinity). oo is an ordinary point, a reqular singular point, or an irregular
singular point for the equation L2(y) = 0 if and only if 0 is ‘respectively an ordinary point, a regular
singular point, or an irregular singular point for the equation L2(z) = 0.

Example 4.10. Given the equation

y' +ay +by=0, abeR
The change of variable t = 1/x transforms this equation to

42" (203 —ax®) +b2=0

which has an irregular singular point at x = 0. Therefore, the original equation has an irregular singular
point at t = oo.
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5 Systems of DEQs
5.1 First-Order Systems

We expand on the theory of solving first order differential equations by studying systems of them, which
can be worked on using vector algebra/calculus.

Definition 5.1 (System of 1st Order Equations). A system of n first order equations can be put in the
form

yll = fl(t7y17y27"'7yn)

y/:f(t,y) yé:fQ(tvylawa",yn)

y:’b = fn(t7y1ay27"',yn)

where f : D C R x R® — R" is defined in some (n + 1)-dimensional region D (R being the time
continuum and R™ being the n-dimensional phase space). That is, at a certain time ¢ = t,

flto,:) : R" — R"

determines the phase velocity vector field of R™ for that instance of time. If the system is autonomous,
then the vector field does not morph. As shown before, we can visualize the following.

1. System with 1-dimensional phase space (i.e. a system of one equation)

4 £(te,)  Flt,”) £l

/i e ‘\_:_,__\ . j// ~ ¢
Nl Towe L2l
) ek s~ T el
‘ll \iﬁ///‘f - = Ql (:t:_)
N o /
T R
‘ ,

T cR

2. System with 2-dimensional phase space (two equations). The solution shown is

v = 3)- ()0 (21)
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’_Ftt.;,,') I OC(t,_, ') %‘L /,/’—\\1['(»'6),,'). j?«

>

N\

fl¢)eD
flt,00)= ' (t)

LCERrR

3. Systems with higher-dimensional phase spaces are harder to visualize, but we just imagine a time
continuum R where at each point ¢ty € R, there is a vector space R™ with a vector field f(to,-) :
R™ — R” associated with it. In the visual below, the phase space are shown to be R3 (when it
is really R™), with D being represented by its cross sections in the time axis (e.g. Dy, is the cross
section of D at t = tp). The solution curve ¢ isn’t explicitly shown (only the points on the curve
at times t = tg, t1, t2), but it would be of form

, Y1 1 e1(t)
p:R—R y=pl) <= [y2| = | w2 ]| &)= [ e2(¢)
Y3 3 w3(t)

33 ”%,\ Dti‘,‘/ »:: ,K-\ Dt-, JR“

v D A, E / KaN
./4_ ", t| R TERNTLL PRI
g -2 ’

i

(t, | A= Waes
] "&{éf(tpte&;))%’(tz)
Plte) Y £(t,,7) £+, +)

I ¢ \ T / >

D
[
ts

To find the solution of the system means to find the n equations y; = ¢1(t),y2 = wa2(t), ..., Yn = @n(t),
which is equivalent to finding the vector-valued path function

p1(t)
y=o(t) = : ,p: I CR—R"

on(t)
such that
1. the point (¢,¢(t)) € D for each t € I

2. ¢(t) exists for each ¢t € T

3. ¢/(t) = f(t,0(t)) for every t € I
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To solve an initial value problem for the system with initial condition
o(tg) =n, n€R™and (tg,n) € D
means to find a solution ¢ of the system such that ¢(tg) = 7.

The study of first order equations is quite nice because we can reduce a high-order scalar differential

equation of form

(n) = g(t7 y’ y/’ R 7y(n71))

Y
to the following system with a change of variable y1 = v,y = v/, ...,y =y~ .
/ /
Y1 Y2 Y1 =Y2
Y2 Y3 yh = ys3
: = : -
Yn—1 Yn y:q,fl = Yn
Yn 9t y1, 925+ -, Yn) y' =gt vy, Yz, - Yn)

Example 5.1. We can write
"5y +y=0, y(3)=6,4'(3)=-1

We can define the following functions to get

z1(t) = y( )=y =z
— /o 1 5
xzo(t) = y'(¢) vy =y" = —3x1 + 5712

This gives the matriz equation

() = (e a2 () G)o=(5)

Solving this system is equivalent to finding a function ¢ : R — R? satisfying the equation.

It naturally extends that a system of high-order scalar differential equations can be reduced to a system
of systems (creating a larger system) of first-order differential equations.

Example 5.2. The system
y” =sin (t)y' +2y — 4
y" = ely” — 2sin (4nt)y
can be reduced (with substitution y1 = y,y2 =y ,y3 =y") to
Y1 = Yo
Ys = Y3
Yo = sin(t)yz + 2y, — 4
ys = e'yz — 2sin (47t)yy

Note that even though this system consists of first-order equations, it cannot be put simply into vector
form since there are two equations involving y5. We can attempt to solve the system excluding yh = ys

Theorem 5.1 (Existence, Uniqueness of Solutions in a System of First-Order DEQs). Given the system
of first-order DEQs

y' = f(t.y)
Let the partial derivatives of f: R x R™ — R™
ﬁ, k=1,2,...,n
Yk

be continuous in D. That is, for a given t = to, the phase velocity vector field f(tp, ) : R® — R"™ is
Cl. Then, given any initial point (to,n) € D, there exists a unique solution o of the system y' = f(t,y)
satisfying the initial condition p(tg) = n. The solution ¢ exists for any interval I containing to for which
the points (t, ga(t)) lie in D. Furthermore, the solution ¢ is continuous with respect to to,t, and n.
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7 1
N /

Ik

We briefly state a useful result.

Lemma 5.2 (Gronwall Inequality). Let K > 0 be a constant and f,g be nonnegative C° functions on
some interval a < t < B satisfying the inequality

f(t)§K+/tf(8)g(8)dsfora§t§ﬁ

Then,
f(t) SKexp(/ g(s)ds) fora<t<p

5.2 Linear Systems of DEQs

Remember that higher-order systems can be reduced to a system of first-order DEQs, so it makes sense
to talk about a system of first-order linear DEQs.

Definition 5.2 (Linear Systems of DEQs). The system y' = f(¢,y) linear in the components of y has
the form

/

Y1 = a11(t)yr + ar2(t)y2 + ... + a1n(t)yn + 91(t)

/

Yo = a1 (t)yr + a2 (t)y2 + ... + azn(t)yn + g2(t)

Yn = a1 (Y1 + an2(t)y2 + - .. + @nn()yn + gn(t)

which can be represented as a matrix equation, where A : R — Mat(n x n,R),g: R — R"™.

/

Y1 (Lll(t) ai2 (t) e aln(t) Y1 g1 (t)
TR I Rl I L el I
Yn an1(t)  ana(t) ... anpn(t) Un gn(t)

It is actually true that there exists a unique solution to this linear system as long as 7 is finite. This is
formalized in the theorem below.

Theorem 5.3 (Existence of Unique Solutions of Linear Systems). Let matriz-valued function A(t) and
vector valued function g(t) be continuous on some interval a <t <b. Then, if a < tg < b and if |n| < oo,
the system of linear DEQs

Y = A(t)y + g(t)

has a unique solution y = p(t) satisfying initial condition p(to) = 1 and existing on the interval a <t < b.
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5.2.1 Homogeneous Linear Systems of DEQs

Note that a first-order homogeneous linear system is of form

y' = A(t)y

Note that the scalar analogue of a homogeneous first-order linear DEQ can be changed to the above form
as such

ao()y' +a1(t)y =0 = ag(t)y = —a1(t)y

t
— y/:_al()

where we treat v,y as 1-dimensional vectors, and —aq (t)/ao(t) as a 1 x 1 matrix.
Just as in the scalar case, the solutions to the linear system forms a vector space.

Theorem 5.4 (Fundamental Set of Solutions). Given the first-order linear homogeneous system
y' =At)y

with A : R — Mat(n x n,C) being continuous over interval I C R, the solutions of this system over I
form an n-dimensional subspace within C*(R,C"), the space of all continuously differentiable functions
mapping R — C™. The basis of this space is called the fundamental set of solutions.

Proof. We can rearrange the system as

—y1 + a1 (yr + ar2(t)y2 + ...+ arp(t)yn =0
—ybh + a1 (H)y1 + aze(t)ya + ... + agn(t)y, =0

7y;;, + anl(t)yl + anQ(t)yZ + ...+ ann(t)yn = 0

and put it into matrix form

Y1
an() ... am®t) -1 ... 0\|:
: 10 o ‘Z’; =0
an1(t) ... apn(t) 0 ... =1 .
"
The kernel of this linear mapping has dimension n. |

Example 5.3 (4th Order DEQ into System of 1st-Order DEQs in Matrix Form). We can write the
following homogeneous 4th order differential equation

y @ + 3y —sin (t)y' + 8y =12, y(0) =1,4/(0) =2,3”(0) = 3,y (0) =4
into the system by making the substitutions

1=y = )=y =1

l‘gzy/ — Ié:y//:$3

3 =9y" = 2 =y® =14

2y =y®) = 2 =y = 8y +sin (t)y' — 3y" + > = —8x1 + sin (t)xy — 3x3 +

which leads to the matrix equation

0o 1 0 0 0 1
, o 0o 10 0 2
x o o o 1|*T|o|*@=];
—8 sin(t) -3 0 t2 4
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Definition 5.3 (Solution Matrix, Fundamental Matrix). Given that 1, ¢2,...,¢, : R — R™ are n
solutions to the homogeneous matrix differential equation y’ = A(t)y, the n x n matrix whose columns
are solutions is called a solution matriz.

Then n x n matrix with its columns being the n linearly independent solutions on I is called the
fundamental matriz.

d11(t)  Par(t) ... Dua(t)

[ T .
¢ = ¢|1 <Z5|2 qS‘n = ¢12'(t) ¢22.(t) .- ¢n2.(t)
¢1r;(f) ¢27;(t) qu;(t)

Note that a fundamental matrix is not unique (that is, two different fundamental matrices <I>,<i> can
exist), but since the column space of ® and ® are the same, we can change any fundamental matrix into
another with a linear change of basis. That is, given the passive transformation matrix P,

®=pPlop

Furthermore, the fundamental matrix ®(¢) has the property that any solution of the matrix DEQ can
be expressed as a linear combination of the column space of ®(¢). That is, every solution (t) can be
constructed as

Theorem 5.5 (Abel’s Formula). If ® is a solution matriz of y' = A(t)y on I and if to is any point of
1, then

det ®(t) = det () exp </t iajj(s) ds> for every t € I

to j:1
It immediately follows that since tq is arbitrary, either
1. det ®(t) # 0 for each t € I, or
2. det ®(t) =0 for every t € I

Corollary 5.5.1. A solution matriz ® of the matriz equation

on interval I is a fundamental matriz if and only if
det ®(t) # 0 for everyt € 1

Practically, this means that to test whether a solution matriz is a fundamental matriz, it suffices to
evaluate its determinant at one point!

Note that this corollary has a very close relationship with the previously mentioned theorem on how the
Wronskian is used to determine the linear independence of solutions to a linear DEQ £, (y) = 0. More
specifically, if we take a nth order linear DEQ satisfying the hypothesis of the Wronskian theorem, we
can change it to a system of first-order linear equations and apply the previous corollary to determine
linear independence of solutions. Both approaches are exactly the same.

5.2.2 Linear Inhomogeneous Systems

It is obvious that due to the forcing term g(t) (representing the external force on the system), the form
of solution of the inhomogeneous system

y' = A(t)y +g(t)

is
o(t) = ¥(t) + (t)c
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where 1 is a special solution to the DEQ over interval I. Since we know how to find the fundamental
matrix ®, all it remains is to find 1. We can do this using the multivariate variation of constants formula.
For notational purposes, we write for vector valued functions f : R — R", where f1, fo,..., f, are the

basis functions,
b
[ r@as={
‘ 2 folz) ds

Theorem 5.6 (Multivariate Variation of Constants Formula). Given the inhomogeneous first-order
linear system

f; fi(x)ds

y' = Aty +g(t)
if @ is the fundamental matriz of its homogeneous counterpart y' = A(t)y on interval I C R, then the
special function given by the variation of constants formula

is the unique solution of the original DEQ satisfying the initial condition on I

P(to) =0
(Notice that @1 is always well defined since ® is nonsingular) This means that every solution ¢ of the
DEQ has the form
o(t) = ¥(t) + on(t)
where @y, is the solution of the homogeneous system satisfying the same initial condition at ty as ¢ (e.g.
on(to) =n). This makes it such that the initial conditions are met:

@(to) = Y(to) +wnlto) =0+n=1n

5.3 Linear Systems with Constant Coefficients

If the homogeneous system
y' = Aty
has constant coefficients (i.e. A consists of constant terms), then we can obtain an explicit formula of
the fundamental matrix.
Also, to reduce confusion,

1. Az will be used to denote matrix A multiplied by vector z

2. zA will be used to denote scalar x multiplied to matrix A (row vector multiplication will not be
seen in this section)

Theorem 5.7 (Fundamental Matrix of a Linear System with Constant Coefficients). Given the system
of n linear equations
y' = Ay, A€ Mat(n xn,C)

the matriz

CI)(t) = e(t*to)A _ i Hﬂ
m=0 !

is the fundamental matriz with ®(to) = I on (—oo, 00).

Proof. ®(ty) = I is obvious from substitution. Assuming ¢y = 0, we differentiate At : R — Mat(nxn,R)
with respect to t to get
tA2 t2A3 tk—lAk

() = A+ +

—_ tA

This means that given any constant vector ¢ € R, we have

(etA)/c = Aetc = (etAc)/ = A(etc)
and so !4 is a solution matrix. Furthermore, since det ®(0) = det I = 1, it is a fundamental matrix (by
the corollary to Abel’s formula). ]
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Note that given an arbitrary matrix A, it is stupid to calculate e?* explicitly. Rather, we can use a change
of basis to put it into Jordan Canonical Form J.

A=PljpP

Then, it is clear that
-1
€A:6P JP:P71€JP

Finding the eigendecomposition of a linear mapping, which may require working over the field C (or by
introducing generalized eigenvectors over R). This entire process is talked in detail in the linear algebra
chapter.

Another trick that may work in some cases is the following lemma.

Lemma 5.8. If two n X n matrices commute, then

Proof. Trivial using the Baker-Campbell-Hausdorff formula. |

Finally, we mentioned a greatly simplified variation of constants formula for the case when we solve a
inhomogeneous system of linear DEQs with constant coefficients.

Corollary 5.8.1 (Multivariate Variation of Constants Formula for Constant Coefficient Systems). Given
inhomogeneous system of N linear DEQs

y = Ay+g(t), A€ Mat(nxn,R),geC®
with initial conditions p(ty) = 1, then a specific solution of the system is
t
P(t) = / =) 4g(s)ds, where ¢(tg) =0
to
meaning that the general solution to this equation is
t
o(t) = elt=to)4y +/ et=94g(s)ds —oo <t < o0
to
where p(tg) = 1.

Example 5.4. Given the initial value problem

Y =Ay+g(t) — <‘Zi> = (_21 D <‘Z;) + (eit> » @0) =1

o (l—t ¢
tA __ 3t
© = (—t 1+t)

B(1)2 ! (s) = 7 = 20 (1_@“_5) el s>)

L) g4y — g < 1L~ (t—s)+e 3%t — s) )

Then, we have

(1)

—(t—8)+e (1 +t—s)
Therefore, ,
B 1—t t 1—(t—s)+e35(t—s)
p(t) =" ( —t 1+ t) nE est/o (—(t —s) e (141t — 3)) ds

which can be easily evaluated.
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5.3.1 Asymptotic Behavior of Solutions
In many cases, in order to apply the variation of constants formula
t
o(t) = eltt0)4y +/ et=94g(s)ds —oo <t < o0
to

and others derived from it, we must know how the matrix e behaves. For example, in order to measure
the growth of solutions of as t — 0o, we need to estimate

5o
where | - | is the L-1 norm. But this cannot be done without knowing a useful estimate of |e4].
Theorem 5.9. Given A1, o,..., A\ are distinct eigenvalues of A, where \; has multiplicity n; and

ny+...+ni =n, let p be any real number such that

p> max (Re()\;))

J=1,.k
Then, there exists a constant K > 0 such that
|etA\ < Ke' for0<t < oo
Its applications really lies within its corollary.
Corollary 5.9.1. If all eigenvalues of A have real parts negative, then every solution o(t) of the system
y' = Ay
approaches 0 as t — +o00. More precisely, there exists constants K >0, 0 >0 such that
lo(t)] < Ke™?t, (0 <t < o0)

Theorem 5.10 (Upper Bound on Growth Rate of Solutions of Nonhomogeneous Linear System with
Constant Coefficients). Suppose that in the linear inhomogeneous system

y = Ay +g(t)

the function g(t) grows no faster than an exponential function; that is, there exists real constants M >
0,7 >0, and a € R such that
lg(t)] < Me® for allt >T

Then, every solution ¢ of the system grows mo faster than an exponential function. That is, there exists
real constants K > 0,b such that
lo(t)] < Keb for allt > T

The derivative ©'(t) also grows no faster than an exponential function.

6 Laplace Transforms

Laplace transforms extends our toolkit for solving linear differential equations (and systems of them) by
reducing an initial value problem into an algebra problem, which can be summarized by the diagram
below, where £ represents the transform.

Algebra Problem =2fon y(3)

] i

DEQ Problem 240% o — (¢)

Laplace transforms also allows us to work with piecewise continuous functions.

The method of Laplace Transforms does not actually allow us to solve new types of differential equations.
Rather, it is useful because it enables us to find one particular solution of the differential equation which
satisfies the initial conditions directly, rather than first finding the general solution and then using the
initial conditions to determine constants.
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Definition 6.1 (Functions of exponential growth at infinity). A function on 0 < ¢t < oo is said to be of
exponential growth at infinity if it satisfies

[f(t)] < Me!

for some real constants M > 0 and ¢, for all sufficiently large .

Definition 6.2 (Function Class A). The class A of functions is defined as those functions on 0 < ¢ < co
which are

1. absolutely integrable on 0
2. piecewise continuous on (0, c0)
3. of exponential growth at infinity
Clearly, the functions 1,t,t"(n € N),sint, cost, e*!(z € C) are in class A, but et” ¢ A.

Definition 6.3 (Laplace Transform). Let f € A. The Laplace transform of f is denoted L{f(¢)} or
F(t), defined

(oo}
Fls) = / Ft)e=stdt = lim f(t)e=*"dt
0 A—o0
Sometimes, the Laplace transform may be defined by setting the lower limit to —oo.

F(t) = /jo f(t)e st dt

Example 6.1. The Laplace transformation of constant function 1 is

> 4 1oe\ 1
/ e *tdt = lim e *'dt = lim < - > =— (Re(s) >0)
0

A—o0 J A—oo \ S S S

Clearly, the integral does not converge for Re(s) < 0. The Laplace transform of e** is

L(e*) = L (Re(s) > Re(z))

s—z
From the examples before and our notation of the transform, we can see and prove the following.

Proposition 6.1 (Linearity of the Laplace Transform). The Laplace transform is a linear map with
respect to its function argument. That is,

L{af +bg} = aL{f} + bL{g}
This means that if f : R — C is a complez-valued function
F() = u(t) + iv(t)
Then,

That 1is,
Re((L(f(t))) = L(Re(f(1))), Com((L(f(t))) = L(Com(f(t)))

6.1 Common Laplace Transforms

Example 6.2. Given 2 = a + i3 € C, with o, 3 € R, and f(t) = e**, we have

L(e*t) = L(e*ePt) = L (e cos Bt + ie®" sin Bt)

1 1
Cs—2z z—a—if
o s—a+if
S GmaP TR
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By linearity, we can take the real and complex parts of this transform to get

L(eat coSs ﬂt) = (5_804372152 (5)
at B
L(G tSln/Bt) = m (6)
Taking o = 0 gives us
L‘,(Cosﬂt) = ﬁ, E(Slnﬁt) = ﬁ R@(S) >0

To compute the Laplace transforms functions of some other forms, we can use the following theorem.

Theorem 6.2. The Laplace transform of a function f in the class A has derivatives of all orders, given
by

F®)(s) = (—1)k/°o the=stf(t)dt, k=1,2,...
0

Furthermore, f(t) € A = tFf(t) € A for every positive integer k, and its Laplace transform is given
by
L(* 1) = (1)

Corollary 6.2.1. It follows immediately that

k
£t) = 145 (5) = s (Rel9)>0)

S

k
L(the™t) = (l)kjsk<s 1 > _ e _k;!)k-‘rl (Re(s) > Re(z))

—z
Another theorem for computing Laplace transforms.
Theorem 6.3. If the function f € A has a Laplace transform F, then for any constant a € C,
L(e" f(t)) = F(s—a)
Proof. Tt is easy to prove that e f(t) € A, since
1f()] < Met = |e?t f(t)] < e¥* Met = Melate)t

and thus e® f(t) is of exponential growth at infinity. Calculating the Laplace transform, we get

L(e™f(t)) = /oo e Ste f(t) dt = /Ooo "D F() dt = F(s — a)

0

We conclude this subsection by providing a table of common Laplace transforms.

Theorem 6.4 (Table of Common Laplace Transforms). Here we have some common transforms, where
a € R is a constant. Note that the gamma function

F(t)z/ e gt da
0

is an extension of the factorial function to the real numbers.

L f(t)=e = F(t) =
2. ft)=t",neN = F(t) = s
3. ft)y=1r,p> -1 = F(t) = Jefl

4. f(t) =sin(at) = F(t) =

__a _
t2+a?
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5. f(t) =cos(at) = F(t) =

t
t2+a?
6. f(t) =tsin(at) = F(t) = (tﬁr%

2

7. f(t) =tcos(at) = F(t) = ity

8. f(t) = sin(at +b) —> F(t) = tsnb)racost)

9. f(t) = cos(at +b) = F(t) = Leesh)—asin®)

t2+4a?

6.1.1 Laplace Transforms of Derivatives

Now that we know how to calculate Laplace transforms, we must extend this to derivatives of functions
in order to integrate it within differential equations.

Lemma 6.5. Let f be a differentiable function in the class A whose derivative also belongs to the class
A, and let the Laplace transform of f be F'. Then,

L(f'(t)) = sF(s) = f(0)

Proof. We use the definition of Laplace transform and integrate by parts to get

L(f'(t)) :/Oo e St f'(t)dt = lim e *'f'(t)dt

0 A—o0
A
= Ali_{mDO (e_‘gtf(t)‘é4 + /0 se S f(t) dt)

——fO) s [ @) dt = () - £(0)
0
where we used the fact (f € A = f is of exponential growth at infinity) that
lim e ¥4 f(A) =0
A—o0
for sufficiently large Re(s). |

Definition 6.4 (The Class A¥). For each positive integer k, define A* to be the class of C*((0,00))
(defined over (0, 00)) functions in A whose derivatives up to order k also belong to A. That is,

A ={f ek ((0,00)) | £, ' 1" ... fF) € A}

Theorem 6.6 (Laplace Transform of Derivatives). If f € A for some positive integer k, and if F is
the Laplace transform of f, then for any 1 < j <k,

J
L(FO0) = 'F(s) = s f41(0)
i=1
= s/ F(s) = ' 1f(0) = 87 72f1(0) — ... = sfU72(0) — fUD(0)
Proof. Using the lemma, proof by induction on j for any fixed k. |

Note that in order to solve a differential equation using Laplace transforms, we must know the initial
values ¢(0), ¢’(0),... at t = 0 (must be at 0!) for us to simplify the algebraic equation that is produced.
This is shown in the examples.

Example 6.3. Given the first-order differential equation with initial conditions
Y +ay=0, ¢o(0)=yo

where a,yo are given constants. Assuming that the solution is in the class A', we try to find this using
Laplace transforms. Let Yo(s) = L(po). Then,

L(o(t) +apo(t)) = L(p6(1)) + aL(o(1))
= sYo(s) — vo(0) + aYo(s) =0
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So,
Yo

s+a
Now the only problem remaining is to find a function whose Laplace transform is this expression. By
direct verification, we can see that @o(t) = yoe™* is indeed the solution.

(s +a)Yo(s) =yo = Yo(s) =

Example 6.4. The Laplace transform of the nonhomogeneous first-order linear DEQ)

Y +ay = f(t), ¢(0)=1yo

is (where Y (s) = L(y))

vo_ F(s)

sY(s) —¢(0) +aY(s) = F(s) = Y(s) = 510 sta

Therefore, we must find a function which has this expression as its Laplace transform. By the previous
example, we know that toe™% satisfies the first term, but we have no method as yet of finding a function
whose Laplace transform is

F(s)

s+ta
This suggests that we will need a method of finding a function whose Laplace transform is the product of
two given functions F(s) and 1/(s + a).

This final example shows what would happen if we tried to take the Laplace transform of linear DEQ
with nonconstant coefficients.

Example 6.5. Taking the Laplace transform of
y' +2ty =0, ¥(0)=1yo

gives (where L() = Z(s))
sZ(s) —(0) —2Z'(s) =0

While in the previous problems the equation was greatly simplified into an algebraic problem, here we
have a differential equation which is no simplier than the original problem.

Clearly, this example suggests that the usefulness of the Laplace transform method is limited mainly to
equations with constant coefficients.

6.2 Heaviside Step, Dirac Delta Functions
Definition 6.5 (Heaviside Step Function). A Heawviside (step) function, denoted as H, I, or u, is defined

H(x)z{o <0

1 >0

Clearly, it can be horizontally translated ¢ units to result in the function H (¢t —¢) = u. which is 1 if ¢ > ¢
and 0 otherwise.

v

N\
—&
bl
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Looking back a Heaviside step functions, we can combine them to create more complicated models. For
example, we can redefine the piecewise function

—4 t<6
25 6<t<8&
t) = -
7®) 16 8 <t <30
10— t>30

in terms of Heaviside functions as such
f(t) =4+ 29“6 (t) - 9U8 (t) - 6U30 (t)

This is analogous to a ”switch” that we can turn on or off. Furthermore, we can use Heaviside functions
to ”shift” functions horizontally a certain length ¢ while turning them ”off” for values of ¢ < ¢ and ”on”
for values ¢t > ¢. This can be written as

9(t) = uc(t) f(t = c)

To find the Laplace transform of ¢(t), we can evaluate it as such.
Llu® ft == [ e ub) e oy
OOO
= / e S f(t—c)dt

Substituting u =t — ¢ gives

C{uc(t) f(t — c)} = / " =5k f ) du

0
(oo}
= e_cs/ e~ f(u) du
0
=e “F(s)
This leads to the following formulas.

Theorem 6.7. The Laplace transforms for Heaviside functions are:
L{uc(t)f(t —c)} = e F(t)
—ct
L{uc(t)} =

e
t

Definition 6.6 (Dirac Delta Function). The Dirac delta function is a generalized function or distribution
that models forces exerted over small time frames. It can be thought of as a function § satisfying the
properties

10(t—a)=0, t#a

a+e
2./ d(t—a)dt, e>0
a

—€

a+e
3/ f#®)o(t —a)dt= f(a), e>0
a—e
Alternatively, it may be evaluated as the limit of a Gaussian distribution centered at a where o — 0.
That is,
§(t) = lim Normal(a, 0%)

o—0
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To apply the Dirac delta function in Laplace transforms, we calculate

L{5(t = a)} = /0 T et — adt = e

given that a > 0.

Proposition 6.8. More generally, we have

L{uc(t)f(t —c)} = e “F(s)
where F is the Laplace transform of f.

Lemma 6.9. The derivative of the Heaviside function u,(t) is the Dirac delta function centered at a.
That is,
Uy () = 6(t — a)

Proof. With a bit of background in probability, the cumulative distribution function (CDF) of the Dirac

delta function is defined
t 0 t
/ 0(u—a)du = { <
oo 1 t>a

But this is precisely the definition of the Heaviside function. By the fundamental theorem of calculus,
we have

u;(t):%/_ S(u—a)du=95(t—a)

6.3 Inverse Laplace Transform

Definition 6.7 (Inverse Laplace Transform). The Inverse Laplace transform is the inverse of a Laplace
transform. That is,

L(f(t) =F(s) = LT (F(s)) = f(t)

Now, as we have mentioned in the previous examples, we would like to derive a certain method to find
the inverse transform of a function.

Theorem 6.10 (Inverse Laplace Transforms of Products of Functions). We assume that we are given
two functions f(t), g(t), with their Laplace transforms { = F(s),} = G(s). Then,

e [ s vayar) = 6t

That is, given the function F(s)G(s) (with their respective inverse transforms known), its inverse Laplace
transform is

LHFEGE) = [t v)go)do
0

given by the convolution integral of f and g.
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Proof. We let H(s) = F(s)G(s) and try to find the function h(t) where L(h) = H(s). If there is such as
function A, then

L(h(t)) = /OOO e *'h(t)dt
= F(s)G(s) = /OOO e~ f(u) du /0Oc e *Yg(v)dv

where Re(s) > 0 = max (o, ), where F(s) = L(f) for Re(s) > a and G(s) = L(g) for Re(s) > 3
(a, B € R). Since each integral converges absolutely for Re(s) > o, we can write the product of the two
integrals as the iterated integral (using Fubini’s theorem)

| e nar - / [T et gt dudo
s [ e s du) o
o[ ene-on)s
<o sere)e

where the second to last step was done by making the change of variable u + v = t for Re(s) > o.

Therefore,
F(s)G(s) :/OO e *'h(t)dt = / (/ flt—v)g )dt
/ flit—v)g

Proposition 6.11. L is a linear operator.

L HaF +bG} = alL ™ {F} +bL7H{G}

Corollary 6.11.1. The only function in the class A whose Laplace transform is identically 0 is the zero
function.

Example 6.6. We compute

Since

af YN e e Y
£ (8—1 =e, L s+1) ¢

1 t t 1
£t <) = / elTleT du = et/ e du== (e —e?
(s+1)(s—1) 0 0 2( )

We can also compute it using partial fraction decomposition and by using the linearity of L71.

()= ()

(e~ )

< (aw)

56/
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Example 6.7. We compute
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Eil <12) = t, Eil <21H) =sint
S S

1 ¢ ¢ ¢
El(“> :/ (tfu)sinudu:t/ sinuduf/ usinudu =t —sint
s2(s? + 1) 0 0 0

Using partial fractions, we have

1 1 1
—1 — -1 = -1 — + _ qi
£ <32(52+1)) £ (82> £ (82+1) t—sint

Example 6.8. Here is an example where we use only partial fractions. Since

(o) = 865 — 78 _ 3,2 5
C (s+3)(s—4)bs—1)  s+3 s—4 bBs—1

we know that

So,

we have

3 2 5
-1 _ -1y
LHGE)} =L 8+3+8—4+58—1}

— _36—3t+2e4t+et/5

Therefore, for rational functions of the form

N(s)

D(s)
where N, D are polynomials with the degree of N less than the degree of D, we can take advantage of
partial fractions to compute its inverse Laplace transform.

Example 6.9. Solve the following differential equation.
2" 4+ 3y’ — 2y = te™ ", y(0) =0,y (0) = -2

We take the Laplace transforms of all the terms in the differential equation to get

1
2(¢Y (t) — ty(0) — y'(0)) + 3(tY (t) — y(0)) —2Y(t) = 5
(t+2)
which, after simplification, gives
1
2 — =
(262 + 3t — 2)Y(t) + 4 e
Solving for Y, we get
1 4
YO =G nesor  @mones
1 /-9 . 9% 10 25
C125\s—35  s+2 (5422 (s+2)

The inverse transform of this gives
y(t) = % ( —96e% + 96e2 — 10te 2t — %t%—%)
We now deal with Heaviside functions in this next example.
Example 6.10. Solve the following initial value problem.
2y" + 10y = 3u12(t) — 56(t — 4), y(0) = —1,4/(0) = -2
We take the Laplace transform

—12¢
e _ pe—dt

2(12Y (1) — ty(0) — /(0)) + 10 (1) =

—12t
_ 56—4t

— (22 +10)Y () + 2t +4 =
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and solve for' Y

1 1 2 +4
Y t — 3 —12¢ _ 5 —A4t _
W =3""\azri0y) ~° \@+10) 22410

g2t L 1 Bt 1 o 2t+4
10 10(2 1 5) 22 +10) 22110

=3e " E(t) — 5e M G(t) — H(t)

Using the rules for inverse transforming Dirac delta functions, we can get

y(t) = Bui2(t) f(t — 12) — Sua(t)g(t — 4) — h(t)
where

ft) = % - % cos (V/5t)
1.
g(t) = W3 sin (v/5t

h(t) = cos (V/5t) + % sin (V/5t

In general, the best tool for systematically solving inverse Laplace transforms is a table, experience, and
luck.

Finally, we conclude by saying that not every type of function is necessarily the Laplace transform of
some other function. For example, this theorem:

Theorem 6.12. If f belongs to the class A and if F(s) is its Laplace transform, then

lim F(s)=0

Re(s)—o0

Furthermore, not only does F(s) — 0 as s — oo, but in fact |sF(s)| remains bounded as Re(s) — oo.
Clearly, not all functions have this property.

Proof. Since f € A, it is of exponential growth at infinity, meaning |f(t)] < Me® for some M > 0, ¢ and
sufficiently large ¢. This means that

|F(s)] < M/ le™5t|et dt
0

M

W, (RB(S) > C)

— M/OO €7RC(S)t€Ct dt =
0

and it is clear that this limit approaches 0 as Re(s) — oo. |

In actuality, it is often impossible to find the inverse transform for a general function explicitly.

7 Numerical Methods of Solving DEQs

In many problems the only effective method for obtaining information about the solution of a differential
equation is to use a numerical approximation procedure. In this section, we will talk about

1. the Euler Method and modified Euler Method
2. the Milne Method
3. Runge-Kutta Methods

For simplicity, we constrain our view to single first-order differential equations.
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7.1 The Euler Method and Modified Euler Method

Given the first-order differential equation
y' = f(t,y) with initial conditions ¢(tg) = yo

we wish to find an approximation to the value of the solution ¢ at ¢t = tg + 7. By the fundamental rule
of calculus, we know that assuming that f(t,y) is C! for t € (to,to + T),

o(t) = plto) + / o/ (s) ds

to

A

to

In visual terms, we just take yo and add the area under the derivative curve ¢'(s) from ¢y to whatever ¢
we would like.

P~ — —_ — - -~

Since we know yo, finding f(tg+ T') rests entirely on solving the integral representing the area under the
velocity curve. Euler’s method is simply doing this with left-hand Riemann sums. Note that while it is
conventional that a the rectangles have the same width, they do not necessarily need to be.

1. 2 Riemann rectangles (even and uneven).

1V ;%/ “472;;/’_\\

2. 3 Riemann rectangles (even and uneven).
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%/ %/\

S

LT e
W T

) s / 7z

‘o t to 12 *
3. 4 Riemann rectangles (even and uneven).
% N\ % /N
717 T/
77\ T\l
Wi . Wiz
to T to 17

In fact, the question of the best choice of unequal spacing is a major unsolved mathematical problem.
We formalize this algorithm in the following steps.

Theorem 7.1 (Euler’s Method). Given the first order DEQ y' = f(t,y) with initial conditions p(ty) =
Yo, say that we would like to approximate the value of p(to+T). Then, the Euler method gives us steps:

1. Divide the interval [to, to+T] into N (not necessarily equal) subintervals by specifying intermediate
points

to<ti<ta<...<tn_1<tn=tg+T

For simplicity of calculations later, we will assume equal spacing, with spacing h = T/N.

2. Looking at points ty, and txq for k=1,...,N — 1, we can approrimate the value of ypy1 with y
using Riemann rectangles.

trk41
Yk+1 = Yk +/ f(s,0(s))ds = yi1 = yr + (te1r — ti) f(te, Yi)
ty

= Ykt1 = Yk + hf(tk, yr)
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s ~~ < - <o~

tk 'tu, fk h tkH
ey
Yk* ykv‘J £(s,0() ols
Tk
X et h £t v (8)

3. Use step 2 to find y1, then yz, and so on until yn =~ p(tn) = ©(to+T) is found. Then terminate.

Furthermore, for some constant M, the local truncation error of the Euler method (for each step) is
1 2
|Tk‘ < §M h
that is, no greater than a constant multiple of h?, while the cumulative truncation error of it is
1 9 1

that is, no greater than a constant multiple of h.

Since the cumulative error bound is bounded by a linear function of i, we can make the error as small
as we want by making the h arbitrarily small. However, the truncation error for Euler’s method is too
large and is not used in applications. Rather, it is more efficient to use a more sophisticated method of
approximation where the cumulative truncation error is no greater than a constant multiplied by some
higher power of h.

An obvious improvement is to change the method of approximation of integrals from left-hand Riemann
sums (taken at the start point of each interval) to Riemann rectangles taken at the midpoint of each
interval. This method of approximation is called midpoint quadrature

%/\

/7(’ /

70

N

? tlr

Theorem 7.2 (Modified Euler’s Method). Given the first order DEQ y' = f(¢t,y) with initial conditions
o(to) = yo, say that we would like to approzimate the value of o(tg + T).Then, the modified Euler’s
method gives us steps:
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1. Divide the interval [to,to + T into N equal subintervals (of length h), where N is an even number,
by specifying intermediate points

to<ti<ta<...<tn_1<ty=tg+T

2. Rather than integrating over one subinterval [ty,tr11], we integrate over two subintervals [ty, ti2]
and approzimate it using the value of the function at tyy1, the midpoint of the interval. That is,

tht2
Y2 = Yk + / f(s,0(s))ds = yiro =yr + (tey2 — ti) f(trr1, Y1)
tr

= Ykt2 = Yk + 20 f (tot1, Yrt1)

4 4
. QG)
\ﬂ \3: !.C’[C)‘;(.‘; ‘e(ﬂ)

Oca:lw, mﬁ)___ \\'

1
!
’
1
U
1
1
4
I

758 F ‘ < Sl
Tttty tea ty \
tin
Jea=Set Fs, ¢ls) s
tk

‘jkn = yk +2h jc(t;m, ‘j,“,)

Note that the modified Euler’s method expresses yiio in terms of both yr and yxy1. This is a
problem, since in the first step we know only yo but not y1 in order to calculate yo. Therefore, we
must solve for y; with some other method, such as Euler’s method or approximating using Taylor
series (provided the function is analytic).

3. Use step to to find ya, then yg, then ys, and so on until yy = p(tn) = @(to + T') is found. Then
terminate.

Furthermore, for some constant M, the local truncation error of the modified Euler method (for each
step) is
M
|Tk| S ghg

that is, no greater than a constant multiple of h?, while the cumulative truncation error of it is no great
than a constant multiple of h2.

Example 7.1 (Comparison of Euler Algorithm and Modified Version on Approximating e). By setting
h = 0.1, we estimate e where p(1) = e. Remember the differential equation with this solution is y' =
ft,y) =y. Using Euler’s method we have

Yool = Y + 0.1yp = 1.1y,

Doing this iteratively 10 times starting at yo = 1 gives us 1.1'° = 2.593. However, using the modified
Euler’s method, we have

Yrio = Ye +0.2f (tps1, Yns1)
We can first approzimate y1 = ¢(0.1) = 1+ 0.1+ 5(0.1)2 + ... using a power series expansion, giving
y1 = 1.105 (correct to 3 decimal places). Since f(t,y) =y, we get

Ykt+2 = Yr + 0.2yp41

Calculating these values y2,ys, - .., we get e = 2.713, which is considerably better than the 2.593 approx-
imation.
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Another way to approximate definite integrals is to use trapezoidal sums as a method of approximation.

[ Fopte)) ds = B pt04) + S, 00117)

%/\

L0
hi

'f/n -tl fL tl

h '
W

Theorem 7.3 (Improved Euler’s Method). Given the first order DEQ y' = f(t,y) with initial conditions
o(to) = yo, say that we would like to approzimate the value of o(to+T), then the improved Euler method
gives us steps:

1. Divide the interval [tg,to+T) into N (not necessarily equal) subintervals by specifying intermediate
points
to<ti<ta<...<tny_1<ty=to+T

For simplicity of calculations later, we will assume equal spacing, with spacing h = T/N.

2. Looking at points ty, and tx4q for k=1,...,N — 1, we can approrimate the value of yi+1 with yy
using trapezoids.

tht1 h
Ykt+1 = Yk +/ f(s,0(s))ds = yry1 = yr + §(f(tkayk) + f(trs1, Yrs1)
tr

Note that the improved Fuler method expresses ypy1 tmplicitly rather than explicitly. There are
methods for dealing with implicit formulas, but we leave it at this.

3. Use step 2 to find ya, then ys, and so on until yn > @(tn) is found.

7.2 The Milne Method
The Milne method gives us a quadratic approximation to certain integrals.

Lemma 7.4 (Simpson’s Rule). Simpson’s rule gives the approximation

tht2
/ f(s,(s)) ds ~ g(f(fk, @(tr)) +4f (tes1, Ynt1) + f (Err2, Yrsr2))

ty

Proof. This approximation pops up from attempting to find a quadratic graph of best fit for arbitrary
function y = f(¢, ¢(t)). For convenience, we assign F'(t) = f(¢,¢(t)). Now, we must determine constants
a, b, c so that the parabola

y=a+b(s—typ1) + (s —tppr)?

with vertex (ty41,a) passes through the points (tx, F'(tx)), (tkt+1, F(tk+1))s (Ekta, F(trt2))-
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7 2=~efct)=¥tf,%‘t”=r‘*) —~

T

‘bg -tII.H tm-

Since h = tj4o2 — tk+1 = tik+1 — tk, we have the set of conditions

F(ty) = a — bh + ch?
F(tk+1) =a
F(tpyo) = a+ bh + ch?

We can solve this system to get

Ftps2) = 2F (tp41) + F(tr)

a=F(tgt1), c= T

We then integrate this quadratic approximation

thy2

tr42 b
/ (a+b(s—tit1) + (s — tgs1)?) ds = (as - 5(5 —tp1)® + g(s — tk+1)3)

tr tk

2
= 2ah + -ch?
3
Note that we do not even need to find the value of b. Substituting the solutions a, ¢ in, we get Simpson’s
Rule. |

Theorem 7.5 (Milne Method). Given the first order DEQy' = f(t,y) with initial conditions p(to) = Yo,
say that we would like to approzimate the value of (to +T). Then, the Milne method gives us steps:

1. Divide the interval [to,to+T) into N (not necessarily equal) subintervals by specifying intermediate
points
to<ti <toa<...<tn_1<tn=tg+T

For simplicity of calculations later, we will assume equal spacing, with spacing h =T/N.

2. Rather than integrating over one subinterval [t,tr11], we integrate over two subintervals [ty, tr2]
and approximate it using Milne’s formula:

Yk+2 = Yk +/ - f(s.0(s)) ds

123

= Ykt2 = Yk + g(f(tk, o(tr)) + 4 (trr1, yke1) + f(trr2, Yrr2))

Note that this solves for yi1o implicitly (which isn’t a problem when dealing with linear equations),
and you need to know both yi and yx11 in order to calculate yyo.

3. Use step 2 to find ya,ys, ... until yy =~ @(tn) is found. Then terminate.

Furthermore, the cumulative truncation error of the Milne method is no greater than a constant multiple
of h*.

We can now state a very important theorem on error bounds of one-step methods (applying to the Euler
method, but not to the Milne method).
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Theorem 7.6 (Truncation Error Bounds on One-Step Methods). Suppose that f(t,y) € C for to <
t<to+T and all y. Suppose
Y, Y2, YN

are the approximations calculated by some one-step method with step length h to the solution ¢ of

y = f(ty), ¢to) =10

If the local truncation error is no greater than €, then the cumulative truncation error is no greater than
a constant multiple of €/h.

This theorem shows that if the local truncation error of a one-step process is no greater than a constant
multiple of AP, then the cumulative truncation error is no grater than a constant multiple of hP~!.
Analogous results can be proved for two-steps methods (and for methods involving any finite number
of steps). Therefore, the accuracy of approximation is improved if a method whose truncation error
involves a higher power of h is used.

7.3 Stability, Consistency, and Convergence

Definition 7.1 (Round-Off Errors). When we use a numerical method to obtain an approximation to
the solution of a differential equation, we are trying to find a set of numbers

Y1,Y2,Y3,-- -, YN

defined by the method, where yy is the final approximation. However, due to the floating-point nature
of numbers in computers, we actually round-off all numbers calculated to a specific number of significant
figures, obtaining a slightly different set of numbers

21,%2,%35+++, AN

the difference
Tr = |Zk7yk|7 k:1727-~~,N

is called the round-off error. The h value is also called the mesh.

Definition 7.2 (Finite-Difference Methods). Finite-difference methods are a class of numerical tech-
niques for solving differential equations by approximating derivatives with finite differences. Both the
spatial domain and time interval are discretized (i.e. broken up into a finite number of steps), and the
value of the solution at these discrete points is approximated by solving algebraic equations containing
finite differences and values from nearby points.

Definition 7.3 (Consistency, Stability, Convergence). We now define three common terms that describes
numerical methods.

1. Consistency: A finite difference method is considered consistent if by reducing the mesh and time
step size, the truncation error terms could be made to approach 0. In this case the solution to the
difference equation would approach the true solution of the DE.

2. Stability: A finite difference approximation is stable if the errors (truncation, round-off, etc.) decay
(i.e. remain bounded, preferably within some deducible function) as the computation proceeds from
one marching step to the next.

3. Convergence: The solution to the finite difference approximation approaches the true solution of
the DE when the mesh is refined (step size reduced). This means that the approximation yy tend
to the actual solution as h — 0.

Every method mentioned in this section is convergent. Obviously, a method which is not convergent
is useless for obtaining numerical approximations. It is possible to give conditions for stability and
consistency of numerical methods which are easy to verify. If we do this, we can use the following
theorem to prove convergence.

Theorem 7.7 (Lax Equivalence Theorem). A finite difference approrimation method satisfying con-
sistency (meaning truncation error approaches 0 when step size and mesh size goes to 0) and stability
(meaning error goes on diminishing as time step passes) is convergent.

It turns out that the Milne method may be numerically instable, which is why it is not always suitable,
despite its small truncation error.
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7.4 Runge-Kutta Methods

Let us revisit Taylor polynomials that serve as approximations to differentiable functions. Let ¢ be the
solution of the differential equation

v = f(ty), e(to) =10

Assuming that ¢ has a continuous second derivative on the interval [to,to + T, we can use Taylor’s
theorem (with the Lagrange form of the remainder) to write the first order approximation centered at
to.

(t—=t0)? ,

p(t) = p(to) + (t — to)#'(to) + o ¥ (©)
for some ¢ € (to,t). If t; = tg + h, then
h2
p(t1) = p(to) + he'(to) + 5@”(0

2
= lto) + hf(to.0) + (0

~ yo + hf(to, yo)

where the approximation is gotten by neglecting the term Z—Tgo”(( ). If we divide the interval [tq, to + T
into N subintervals of length h by defining the partition points ¢ = tg + kh (k =0,1,...,N), we can
use this procedure to obtain an iterative formula

Yk+1 = Yk + hf (te. yr)

with local truncation error Z—Tgp’ ’(¢). This first-order approximation is, of course, just Euler’s algorithm.
If we look at the second degree Taylor expansion

(t - t0)2 "

t—1t9)?
o © (t0)+( 0) S0///

26 (0)

(1) = @lto) + (= to)'(to) +
we can ignore the error term but we still have to deal with the second order term. We can evaluate
¢ (to) by differentiating ¢’ (t) = f(¢, »(t)) using the chain rule, which gives

" (t) = fe(t,o(t)) + fy (£, (1) (1)
= fi(t, (1)) + fy (t,0(t)) f (£, (1))

Where f; and f, represents the partial derivatives with respect to ¢ and y, respectively. Note that when
computing f; (¢, ¢(t)), we should keep ¢(t) constant, and when computing f,(t, ¢(t)), we should keep ¢
constant while deriving with respect to y = ¢(t). Do not get confused by this. This ultimately leads to
the iterative approximation formula

2
Ykr1 = Y + hf(te, yr) + %(ft(tk»yk) + foy(tr, y) f (L yr))

with local truncation error %(p”’ (¢). This is a plausible means of obtaining numerical approximations,
but it suffers from the disadvantage of having to calculate derivatives of f, which isn’t easy for a computer
to do. This problem persists for procedures using higher-order Taylor approximations.

The Runge-Kutta method is an attempt to obtain formulas equivalent to Taylor approximations which
do not involve derivatives of f. There are many variations of Runge-Kutta methods, but we will describe
the most common version.

Theorem 7.8 (Runge-Kutta Method). Given the first order DEQ y' = f(t,y) with initial conditions
©(to) = Yo, say that we would like to approximate the value of p(to+T). Then, the Runge-Kutta method
gives us steps:

1. Divide the interval [to,to+T)] into N (not necessarily equal) subintervals by specifying intermediate
points
to<ti<toa<...<tny_1<ty=tg+T

For simplicity of calculations later, we will assume equal spacing, with spacing h = T/N.
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2. Given the value yy, we can approximate the value yi41 using the one-step process

h
Ye+1 = Yk + = (p1 + 2p2 + 2p3 + pa)

6
where
h h
p1 = f(tr, yx) p2=f<tk+2,yk+§l>
h h
psf(tk+27yk+§2) Pa = f(tet1, Yr + hp3)

The term %(pl + 2pa + 2p3 + p4) Tepresents an “average” slope of ¢ over the interval [tg,tr11]. More
specifically,

1. p1 s the slope at tq

2. po is an approzimation of the slops at the midpoint of the interval obtained by means of the Euler
method

3. p3 is a second approximation to the slope at the midpoint
4. pg 1S an approximation to the slope at ty11 obtained by means of the Euler method with slope ps.

Even though it requires a lot of calculations, it is an explicit one-step procedure that does not require
calculation of derivative of f. Furthermore, it is equivalent to a 4th order Taylor formula, and the local
truncation error of the Runge-Kutta method is no greater than a constant multiple of h®.

Example 7.2 (Deriving a Runge-Kutta Formula equivalent to 2nd-Order Taylor Formula). Farlier in
this subsection, we have found that the second order approzimation formula for ¢ is

2
Yk+1 = Yk + hf (e, yr) + %(ft(tkayk) + foy(tr, yi) f (b yi))

which requires us to compute derivatives. We will demonstrate how to obtain a Runge-Kutta formula
equivalent to this 2nd-order Taylor formula. We will assume a method of form

Yk+1 = Yk + h(af(tm Yi) + bf (te + oh, yr + Bhf (ty, tk)))

where a,b, o, B are constants to be determined. By Taylor’s theorem for functions of two variables we
write

f(te + ah,yk + Bhf (tisyr)) = f(te,yr) + ol felty, ye) + BAf (tes yi) fy (b, i) + RR?

where R is a remainder term involving the second-order partial derivatives of f. Substituting this into
the original form gives

Yrt1 = Yk + h(a +0)f (te, yr) + B (abfi(tr, yi) + B0 (te, y) fy (tr, yr)) + RbR?

Comparing this with the original approximation formula for ¢ (with derivatives), we can compare each

term and see that if

1 1
b=1 b= = b= —
a + b bl [e% 2 b 5 2
then the approzimations obtained by these two formulas differ only by the term Rbh®. Thus, any quadru-
ples of constants satisfying these conditions is a Runge-Kutta formula of the desired type. For example,
1

choosing a = 5,b = %,a =1,8=1, gives

Ykt1 = Yk + g(f(tk, Yi) + f(trg1s i + hf (e, yr)))

which is equivalent in accuracy to a three-term Taylor formula. Also note that this formula is similar to
the improved FEuler method.
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7.5 Numerical Methods for Systems and Equations of Higher Order

Everything in this section had been designed for first-order equations, but these methods are equally
suitable for systems of differential equations. We can write a system of equations as a vector equation

/

Y1 :fl(tay17y27"'7y’ﬂ)
y/2 :fQ(tayhyQa"'ayn)
Y =fty) < <. .

/

Yn

fn(tuyl7y27"'7y’n)

where y € R™ and f : R® x R — R™. We can apply the approximation methods developed in this
chapter to the system by applying them to each component in the vector equation.

Example 7.3. Consider the system

u=v, v =gtu,v)

!
;o u\ v
/=1t = (1) = ()
The Euler method applied to this system leads to a pair of iterative formulas
w1\ _ (k) L, U L Juknr =k + hvy,
Vk+1 Vk g(tkaulmvk) Vk+1 = Uk Jrhg(tk,uk,vk)

Therefore, once we are given initial values ug and vy, and once we have found both uy and vy, we can
use this to compute ug+1 and vgiq.

This can be written in form

As we have seen before, higher order equations can be treated as a system of first-order DEQs, which
can then be solved numerically on each component equation.
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