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1 Fundamentals
1.1 Qubits

Definition 1.1 (Qubit)

The simplest quantum mechanical system is the qubit, which is described by a wavefunction defined
on the position space X = {0,1}. Any complex-valued function ¢) on X must be a linear combination
of two the two delta functions dg and §;, and so we can write the general wavefunction as

) = ady + 4 = al + 51 (1)

where 0, 1 are not scalars but notation for the delta functions. The coefficients of |¢) are called the
amplitudes.

The ket notation unifies this set of function and the elements in the domain X into a single complex
Hilbert space H, and so we can write this equivalently in ket notation as

) = «]0) + 5[1) (2)

The space L?({0,1}) in which 1 lives in is a complex 2-dimensional vector space, and so we can write its
elements as column vectors with each element representing the coefficients or the values of the wavefunction

at each point.
0 =(g).0=(3)=(5) ®)

Quantum computing is really just quantum mechanics, but with the main difference that now we are looking
at discrete X, and therefore a finite-dimensional H. Generalization of all the rules that we need are covered
in quantum mechanics, so we will briefly mention them here.

Definition 1.2 (Basis States)

We list 4 different orthonormal bases that we will work with often in C2. We first introduce the
standard basis, the Z basis state, and write the rest of the states in the Z basis.

1. The classical notions of the 0 and 1 bit can be represented as the orthonormal vectors |0) , |1) €
C?, called computational basis states or the z basis states, which are

2. The x basis states are
3. The y basis states are

Example 1.1 ()

Say that a qubit with respect to the standard basis can be written as

W =a+sm = (5) ©)
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where the subscript Z implies that we are in the Z basis. Then, we can write it with respect to
another basis as

D) ) _at8 L a1 (atf
ot D oD el e 26 o

Now, we can measure this same qubit with a new observable with respect to this new basis.

Example 1.2 ()

If we take |¢) in the X-basis representation and measure it with the position operator (also in the
X-basis), which we represent
- 0 0
=0 1), ®
Then its eigenvectors are
1 1 /1 0 1 1
9=(0),-70).0-0).-% () g
x z x z

and so we can decompose it into

a+p
V2

) = ’ (10)

We can do this entire process equivalently in the Z-basis as well. Note that

w09~ (4 ),

with eigenvectors |+) (with eigenvalue 0) and |—) (eigenvalue 1), and so we can again decompose the
original Z-expansion into the X-expansion and see that the coefficients are the same.

o o — _ ) — loet+8P?
) = & [0) + B|1) = j;\+>+ ﬁﬂm — {P(M (1)) 2 (12)

Therefore, once we pick any orthonormal basis, we can always express its state in that basis and measure
it in that basis as well, and we even have the flexibility to use basis transformations to measure things in a
basis that is not what the state is expressed in.

1.2 Measurements
1.2.1 Projective Measurements

The act of measuring a quantum system with a Hermitian observable is known as a projective measure-
ment. To review measurements and for ease of computation, we provide an equivalent way to compute the
probabilities of the outcomes of a measurement.

1. We start off with a Hermitian operator M, which can be decomposed into a linear combination of
mutually orthogonal projection operators along with their respective eigenvalues.

M = Z AmMy, = Z Am |qm> <qm| (13)

2. The state vector [¢)) can also be expanded into the eigenbasis of M and we can get its respective
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coeflicients of the ith eigenvalue by

|¢> = Zam |Qm> = <Qm|w> = Qm (14)

3. Therefore, the probability that M will realize onto the mth eigenvalue is the modulus squared of the
coeflicient of the mth eigenvalue.

]P)(M = Am) - |<Qm|7/’>‘2 = <7/}| PJsz W}> = <¢| P, |7/’> = |0‘m‘2 (15)

4. The state of the system after the measurement is the (normalized) projection of the state vector onto
the eigenspace of the realized eigenvalue.

Po ) lgm) (@ml)  lam) @m|¥)  ldm) (@m|¥)
Ry 1Y 7 Y T T T vy 16

Definition 1.3 (Expection, Variance of Observable)

The expectation of M is

E(M) = 3 mp(m)
= Zm<¢|Pm|1/)>

- <Z|(;mpm) %)

with variance

Example 1.3 (Basic Measurement of a Qubit)

Let us have a 1-qubit quantum system that is in the state

0) + 1) (1/\/5)

=7 =\

and we (projectively) observe it with the Pauli-Z operator. We can calculate it to have eigenvalue
+1 with eigenvector |0) and eigenvalue —1 with eigenvector |1). The decomposition of Z into its
projective maps is

Z=(+1)Pyy + (1) P,

s (2 Y (3 )

and so the probability of getting a measurement of +1 or —1 is
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p(+1) = WIPalw) = (75 75) ((1) 8) (QZQ
p(=1) = @IP1l) = (5 75) (8 j’) (@ -

Note that so far, we’ve talked about measurement operators that are Hermitian. This automatically
gives us an orthonormal basis of eigenvectors, but the eigendecomposition may not be a set of 1-dimensional
eigenspaces. For example, the identity operator has one eigenvalue of 1 with a 2-dimensional eigenspace.
This is called a partial projective measurement (since we’re not projecting it “fully” onto a 1-dimensional
eigenspace). Therefore, we must distinguish between these two.

Definition 1.4 (Complete Projective Measurement)

A complete projective measurement is a projective measurement with a Hermitian operator that
has eigenspaces of dimension 1.

Definition 1.5 (Partial Projective Measurement)

A partial projective measurement is a projective measurement with a Hermitian operator that
has eigenspaces of dimension greater than 1.

If a partial projective measurement M has eigenvalue A with a d-dimensional eigenspace, then observing
the value M = X will only project the state vector |¢) into that eigenspace. This can be very useful since it
still keeps it somewhat in superposition, retaining some of the original information in the original state |t¢).
A classic application is the parity operator, which we will see later.

1.2.2 General Measurements

Theorem 1.1 (Posulate 3: General Measurement)

Given a state vector |¢) € H with a total possible number of measurement outcomes parameterized by
m. Then, a quantum measurement is described by a collection {M,,} of measurement operators
(acting on the state space) satisfying the completeness equation

> MiM,=1I

If the state of the quantum system is |¢)) immediately before the measurement, then the probability
that result m occurs is

p(m) = (W |M, Mo )
Immediately after this measurement outcome m, the state of the system then becomes
Mald) _ Mul)
V@M M) VP

Note that the completeness equation implies

1= Zp(m) = Z<¢|MLMmW>

m
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Note that we have defined measurements in a basis-independent way. If we do fix an orthonormal
B = {|t1),...,|tn)}, then both the state |¢)) and the measurement operators {M,,} should be
written with respect to B.

That’s all there is to measurements: they are a collection of operators satisfying the normalization identity
above. Usually, this is not how measurement operators are introduced in quantum mechanics courses. They
are introduced as projective measurements which can be encoded in self-adjoint operators, but for more
precise measurements needed in quantum computing, we should introduce the generalized version first.

Example 1.4 (Simple Example of General Measurement)

As an example, suppose that we have the simple quantum system consisting of a single qubit that
has the state 1)) = a|0) 4+ b|1) (w.r.t. Z basis) immediately before measurement

{Mo, My} = { (068 ()(.)6) ’ <066 098) }

which clearly satisfies the completeness equation Mg My + M{r M, = I, has probabilities
1. p(0) = <1/1\M§M0|w> = 0.64a? + 0.36b% chance of a measurement outcome of 0
2. p(1) = (| M M) = 0.36a> + 0.64b2 chance of a measurement outcome of 1

If we observe a measurement of 0 in the system, then the state vector of the quantum system would
be

Moly) 1 <O.8a) B 0.8a 0) + 0.6b )
0.6b v0.64a2 + 0.36H2 0.64a2 + 0.36b2

\/<¢|M§Mo|¢>  V0.64a% + 0.3602

and if we observe an outcome of 1, then the state vector of the system would be

M) 1 (O.Ga) B 0.6a 0) + 0.8b )
0.8b V0.36a2 + 0.64b2 0.36a2 + 0.64b2

\/<¢|M1TM1|¢> V03602 + 0.64b2

Theorem 1.2 (Composition of Measurements)

A following theorem is that a composition of measurements, e.g., {L;} followed by a separate {M,,}
is physically equivalent to a single measurement defined by measurement operators { Ny, } with the
representation Ny, = M, L;.

1.2.3 POVM Measurements

The measurement postulate involves two elements: the probabilities of the measurement outcomes and the
post-measurement state of the system. When we are concerned with only the probabilities (e.g., in the case
of an experiment where the system is measured only once), it is useful to employ the POVM formalism.
Suppose a measurement described by measurement operators M,, is performed upon a quantum system in
the state |¢)). Then, the probability of outcome m is given by p(m) = (| M M, [1)).

We now define

E’m, = Mjn Mm
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to be the POVM elements associated with the measurement, and the complete set {E,,} to be the
POVM. Some linear algebra reveals that F,,, must be positive-definite, the POVM is sufficient to completely
determine the probabilities of the different measurement outcomes. For a projective measurement described
by measurement operators P,,, we can see that they are equal to the POVM elements since E,, = P;LLPm =
P,,.

We have seen that the existence of a set of measurement operators {M,,} satisfying the completeness
equation automatically implies the existence of the POVM {FE),} consisting of positive operators satisfying

Yom Em =1

{Mp} — {Em}.

Going backwards, we claim that the existence of an arbitrary set of positive operators {Ejs} satisfying
> Em = I implies the existence of measurement operators {M,,} defining a measurement described by
the POVM. We simply define M,,, = \/E,,, which we can do since E,, is positive (define a new linear map
with the same eigenspaces but square root of eigenvalues).

{Mp} «— {En}.

The applicability of POVMs is demonstrated in the following example: Suppose a qubit is in one of two
states: |¢1) = |0) or |ih2) = (]0) + |1))/2. Since these qubits are not orthonormal, we cannot determine the
state with 100% accuracy. However, it is possible for us to perform a measurement that distinguishes the
states sometimes, but never makes an error of identification. We can construct a POVM of three elements
as such:

V2 V2 (0 0)7

=T

V2 ( 1 —1)
Ey=——— )
24+2v2\-1 1
E3 =1- E1 — EQ.
It can be checked that these sum up to I and are positive definite. If the actual state of the system was
|11), then we have

p(L] Y1) = (1| Erfhr) =0,

- V2
p(2[[y1)) = <¢1|E2|¢1> = m7
2+2
2422

And if the actual state of the system was |t¢)2), then we have

pB|1¥1)) = (1| Eslyn) =

pl111a)) = alFis) = 2

p(2][Yh2)) = (2| Ealtha) = 0,

p(3 1 62)) = (ol Esliba) = m

Clearly, we can see that if the measurement outcome yields 1, then the actual state of the system must
have been |1)9), and if it yields 2, then the actual state must have been |¢1). In the case where the outcome
is 3, then we would not know, but at least there is no risk of misinterpreting.

1.3 Phase Factors and the Bloch Sphere
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Definition 1.6 (Global and Relative Phase)

Note that the unit sphere in S? C C? captures the state space of the single qubit in full generality.
Because |a]? + |B]? = 1, we can rewrite the qubit to

: 0 ; 0
|¢>:a|0>+6|1>:ez'7<cos2|0>+e“'”sin21)) (17)
where 0,7, € R. The €7 is known as the global phase and e'¥ is known as the relative phase.

Now note that [1)) and e~ |¢) are two different states in S?. Let us measure them with a set of
measurements {M,,}, and we can see that they both give the same probabilities for each outcome m.

p(m) = (e"¢| M) M, |e? ),
= (Yl M} M),
= (| M}, M, |4) = p(m)

Therefore, both |)) and any state vector of form €% |¢)) produce the same probabilities under any general
measurement, and from an observational point of view, these two states are identical. So we can construct
a quotient space on S? by defining a equivalence relation [1)) ~ ¥ |1)) where both are equal up to a global
phase factor. This restricts our states space to having 2 real parameters 6§ and ¢, so we now can construct
some visual.

Definition 1.7 (Bloch Sphere)

The previous parameterization of the real unit sphere S? C R? is known as the Bloch sphere, which
can be visualized below.

A few properties should be mentioned:

1. The antiparallel vectors lying on the X,Y, Z axes represent the orthonormal XY, Z basis in
C?. Note that while the basis is pairwise perpendicular in C2, in the Bloch sphere they are
visualized as antiparallel.

2. The probability of it being |0) or |1) depends on the value of 6.

The other kind of phase is known as the relative phase factor. Given two states

1) = @|0) + B[1) and [¢) = a™|0) + |57),
if || = |a*| or |B] = |8*|, then we say that the amplitudes differ by a relative phase. Furthermore,
two states [1), [)*) are said to differ by a relative phase in some basis if each of the amplitudes in that
basis is related by such a phase factor. For example, two states

9/ 5§



Quantum Computing Muchang Bahng Spring 2024

0+ 10—
V2 V2

differ by a relative phase (in the computational basis |0),|1)) since the |0) amplitudes differ by a relative

phase factor of 1 (% =1 %) and the |1) amplitudes differ by a relative phase factor of —1 (—% =-1- %)
It is clear that due to Born’s rule on this one-qubit system, |a| = |o*| <= |8| = |8*|, and so, all we have to

do is check the magnitudes of the |0) amplitudes of two state vectors. Visualizing this on the Bloch sphere,
we can see that the 6 is the only parameter capable of changing the |0) amplitude. The global phase factor
e is merely a rotation map and also cannot change the |0). Therefore, we can see that two state vectors
differ by a relative phase if and only if they have the same 0 value, i.e. if the two points on the Bloch sphere
are on the same ”latitude.”

%

all states in

each latitudle

’!Ne iﬁ(mﬁu’b

Theasurewent
Fululvi!if
J'znfz Z ":: =
on er '

i " 195, 18> difer
103,113, relntive

phase in basis {ioy, 117}

Notice that if two states are differ by a relative phase, then these phases are observationally equivalent,
and so must be similar to the global phase factor. However, the relative phase is basis-dependent and so
may produce different probability densities depending on the computational basis, while the global one is
basis-independent.

1.4 Composite Systems

If we are interested in a composite quantum system made up of two (or more) distinct physical systems, the
states of the composite system can be described as stated in postulate 4.

Theorem 1.3 (Postulate 4: Composite Systems)

The state space of a composite physical system is the tensor product of the state spaces of the
component physical systems. That is, if we have systems 1,...,n with the state vector of the ith
system being [t;), then the joint state of the total system is

® i) = [¥1) © [2) ® ... ® |95).

A further property of the tensor product of Hilbert spaces is the induced inner product. That is, if Hy
and Hy are Hilbert spaces with inner products (-,-); and (-, -)2, respectively, then H; ® Hs is a Hilbert space
with an induced inner product

(11 ® Vo, w1 ® wa) = (v1,w1)1 (V2, Wa)2
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for vi,wy € Hy, vo,wo € Ho.
Example 1.5 (Two-Qubit System)

By applying postulate 4, a two-qubit system can be represented in tensor product notation. Let us
have qubits ¥y = a0 |0) + Bo|1) and ¥ = a1 |0) + B1|1). Then, the tensor product notation of the
two qubits can be represented as

[e7i105]
Qg aq aof
= ® = 5
Vo) (50) <51> Boas
BoB1
with the important property that

laoas|® + e Bi|® + |Bocs|* + |BoBi]? = 1,

where

P(collapse to |00)) = |agas|?,
P(collapse to |01)) = |aof|?,
P(collapse to [10)) = |Boca|?,
PP(collapse to |11)) = |BoB1]?.

But since this tensor product space has the basis

1 1 1 0 0 1 0 0
00 = o) 2 (o) 0= (o) = (). 1= (3) 2 o) 1= (3) ().
we can represent the two-qubit system more concisely as

|w> = a00|00> aF 0101|01> + 0510|10> + a11‘11>,

with the measurement result (= 00, 01,10, 11) occurring with probability |a |*.

1.4.1 Entanglement

We can now talk about entanglement.

Definition 1.8 (Entangled State)

A state |¢) of a composite system that cannot be written as the tensor product of the states of its
component systems is said to be in an entangled state.

Note that as the number of qubits n in our system goes up, the total dimension of our Hilbert space
is 2™. The subspace of unentangled qubits is simply n, and so the majority of the states in the composite
Hilbert space are entangled.

11/ [p§]
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Definition 1.9 (Bell States)

The four maximally entangled states of two qubits are known as the Bell states. They are

o) = I, 18)
_ |01) + |10)

’\Ij+> - \/Q ) (19)
_\ _ [00) —|11)

|®7) = — A (20)
_ Jo1) — |10)

o) —% (21)

where the symbol represents the partity of the state (® for even and ¥ for odd) and the exponent
represents the relative phase of the state (+ for positive and — for negative).

Note that the Bell states cannot be written down as the following product

|00) + [11) ' )
A # (al0) + B11)) ® (/[0) + 5']1))
— aa’[00) + |01} + Ba’[10) + AFI11)

since this must mean that one of a or 8’ must be 0. If & = 0, then the |00) amplitude must be 0 and if
B’ = 0, then the |11) amplitude must be 0, leading to a contradiction.

With further observation we can see that the majority of a composite Hilbert space consists of entangled
states. That is, when we keep on adding qubits to the system, the total dimension grows as 2. However, the
number of states that can be written as a tensor product of the individual qubits is only 2n. Therefore, the
majority of the states in the composite Hilbert space are entangled. This is similar to how most probability
distributions have correlation, i.e. are not factorable into a product of independent distributions.

1.4.2 Bell’s Inequality

Neilsen and Chuwang pg 118 and before.

2 Density Operators

2.1 Pure and Mixed States

So far, we've been doing things given that we knew for sure what the state |¢) was. But what if we didn’t
know? We already had some uncertainty with measuring |¢)) with some observable, but now we have an
additional layer of uncertainty on the state itself. This is where we can use density operators to represent
mixed states.

Definition 2.1 (Density Operator)

Let ¢ denote any set of index, and say that we have a quantum system in a state |¢;) with probability
p;- Then the density operator packages this ensemble of states into a single operator

pzszi |i) (3] -

If |{¢}| = 1, then this is a pure state, and else it is a mixed state. In general, all density operators
have the following properties.

12/ g
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1. It has unit trace: Tr(p) = 1.

2. It is positive semidefinite: p > 0.

3. It is self-adjoint: pf = p.

4. If p; and py are density operators, then so is p; ® ps.
Proof.
Listed.

1. By the cyclic trace property (just contraction of indices), we have

Tr(p) = ZpiTr(|1/)i> (Pil) = ZPiWiWﬁ = Zpi =1 (22)

2. It is positive semidefinite since the eigendecomposition above shows that the eigenvalues are
probabilities p; > 0.

3. Again by the eigendecomposition, it is self-adjoint.

Theorem 2.1 (Mixed vs Pure States)
p is pure if
1. rank(p) =1

2. p has 1 eigenvalue equal to 1, and rest equal to 0, which implies that p?> = p (is a projection
operator).

3. Tr(p?) = 1 (since cyclic trace property).
p is mixed if
1. rank(p) > 1

2. Tr(p) = 32, p7 <1 (since p? # p).

Example 2.1 (Simple Mixed State)

Consider the qubits and their density operators:

[¥) =10) = p=10)(0| (23)
) =11) = p=11)(1 (24)

1 1
= S0+ 1)) = p=3

These are all pure states,and by removing the middle two terms in the last operator, we can get a
mixed state.

%) (10) {0f + [0) 1| + 1) (O] + 1) (1] ) (25)

p =5 (10) (0l +I1) {1]) (26)

which is a mixture py = p; = 3 of the pure states [0) and |1).

13/ [p§]
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2.1.1 Ensemble Equivalence

You can see that the density matrix is not necessarily unique from the example above. Therefore, we should
not assume some unique ensemble of states behind this density operator, but rather an equivalence class of
states. A natural question to ask is what class of ensembles give rise to a single density matrix?

Definition 2.2 (Ensemble Equivalence)

Two ensembles {p;, |¥;)} and {q;, |¢;)} are said to be ensemble equivalent if they give rise to the
same density operator.

p= Zpi i) (| = Z(Ji |p:) (¢4 (27)

Theorem 2.2 (Ensemble Equivalence)

Let us have 2 ensembles {|u;)} and {|¢;)} of size M and N, respectively, with M < N. Then, the
two ensembles are ensemble equivalent if the following holds:

1. We first pad the smaller ensemble with 0 vectors to make them the same size.
2. There exists a unitary operator U such that |¢;) = U |1);)

Consequently, two ensembles {p;, [1;)}and{q;, |$;)} have the same density matrix if and only if they
are ensemble equivalent in the above sense and U satisfies

VRl =D Ui /35 15) (28)

Proof.
TBD, Neilsen and Chuwang pg 104.

2.1.2 Pauli Decomposition of Density Operators

Recall the Pauli decomposition, which we can use to represent density operators.
Definition 2.3 (Pauli Decomposition)

The Pauli Decomposition is a generic decomposition for Hermitian 2 x 2 matrices. Since the Pauli
matrices span the subspace of traceless Hermitian matrices, we can add in an identity to make the

trace 1. It
r-o
ptr) = —2-2 (29)
1

where the 5 constant normalizes the trace. It is set to be the dimension of the underlying Hilbert

space (i.e. 2).
For pure states, we must have p? = p, and so

(I+2r-0+(r-o)?) (30)

RNy

PP =

which is true if ||r|| = 1. This means that r must live on the unit sphere, i.e. the Bloch sphere.
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Example 2.2 (Pauli Decomposition of |0))

If we have the pure state |¢)) = |0), then

)= ((1) g) S (Tr(;fp)’ Tr(;”p), Tf(fﬂ)) — (0,0,1) 31)
If we have |¢) = |+), then :
p:QG }) — r=(1,0,0) (32)

For mixed states, we must have p? < p (as in the p — p? is positive semidefinite), so some algebra reveals
that
[Iel] <1 (33)
and so r must live inside the Bloch sphere.

Example 2.3 (Pauli Decomposition of Maximally Mixed State)

Given the ensembles {|0),|1)} or {|+),|—)}, the density operator is

r=3(o 1) ®)

which we can see that r = (0,0,0), and so it is the center of the Bloch sphere.

2.1.3 Composite Systems and Separability

It would be convenient to represent density operators as a tensor product of the individual density operators
of the subsystems p = pa ® pp. If this is possible, then this is separable, and entangled if not. This is
analogous to how pure states can either be separable or entangled.

Definition 2.4 (Separable)
Density matrix p is separable iff

p= ZPiPi,A ® pi,B (35)

2

else it is entangled.

2.2 Evolution and Measurement

We’ve basically restated the state space postulate in terms of density operators. Now we can talk about their
evolution and measurements. Recall that given a pure state [¢), evolution is given by a unitary operator U
acting on the state space. There is a natural extension for density operators.

Lemma 2.1 (Evolution of Density Operators)

Density operators evolve according to the rule

p UpUT =" pU |) (4;| U (36)

which makes sense since every |¢) in the ensemble should also evolve unitarily according to U.
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When we conduct a projective measurement, we have a random variable representing what we observe
M and its associated Hamiltonian operator M, the observable. We take the eigendecomposition of M into
its projection matrices P, that project onto the eigenvectors. The probability of observing outcome m is

P(M =m) = (| P 1) (37)
Lemma 2.2 (Measurement of Density Operators)

The above is really just like taking a trace of the 1 x 1 scalar generated, and so given a mixed state
{|#:)}, the measurement on the ith state of the ensemble is

P(M =m | i) = Te(()| P |9)) = Tr(Prn [t53) (#:]) (38)

Using conditional probability and linearity, we can see that if we measure the mixed state p, the
probability distribution of M will be

P(M =m) =3 P(M =m|i)PG) =3 Tr(Pn [:) (Wil)pi = Tr(Pp) (39)

After the measurement, we want to take each state in the ensemble, project it into Pm, and then
renormalize it.

B 03] (0 P’ P 103) Gl P PrnplP

—p = PG| M=m , = z 40
pr=p zl: (i | ) P(M =m | i) - P(M = m) Te(Byp) (40)
Note that the trace of p’ is still 1.
Lemma 2.3 (Expectation of Measurements on Density Operators)
Finally, the expectation value is simply
E(M) =Y mP(M=m)=>_ mTe(Pyp) = Tr(Mp) (41)

Exercise 2.1 ()

Show that both of the pure state mixtures p; and ps in the previous exercise can be created from

the 2 qubit maximally entangled Bell state |®) = % by projectively measuring one qubit and

recombining the resulting single-qubit states into a single ensemble.

p1=p2 = Z(<€k| ® I2)pa + (lex) ® I2) (42)
k

for |er) spanning two different measurement bases.

Exercise 2.2 ()
Imagine you are given two ensembles of single-qubit quantum states, one pure [¢p) = -2
mixed p = 3 |0) (0] + 1 |1) (1].

1. Describe an experimental protocol to distinguish between the two ensembles.

2. What is the minimum possible (best-case) number of measurements you would need to conclu-
sively distinguish between the two ensembles?
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2.3 Schmidt Decompositions and Purifications
Theorem 2.3 (Schmidt Decomposition)

Suppose |1) is a pure state of a composite system AB. Then there exists orthonormal states |i4) for
system A, and orthonormal states |ig) for B such that

) = Ailia) @ i) (43)
i
where \; are non-negative real numbers satisfying >, A? = 1 known as Schmidt coefficients.

Proof.

We can decompose a n qubit vector into

) = Cji 1) k) (44)
ik

we take the SVD of C = UDV and then we can write the above as
) =Y UjsDiVir 3) |k) = > Ailia) lin) (45)
ijk i

where \; = D;; are the Schmidt coefficients, |ia) = Uj; |j), and |ig) = Vi |k).

Note that this is not a trivial result. By construction of tensor product spaces, we can take a basis in
each space V and W, say e; and f;, and form a basis for V ® W by tensoring the bases together to get
{e; ® fj}ij. But the Schmidt decomposition says that if |¢)) € A ® B is a pure state, then we can expand
it in one index 4. This is analogous to the SVD of a matrix (which itself is a 2-tensor) and therefore is not

unique.
Now we can talk about purifications.

Definition 2.5 (Purifications)

Suppose we are given a state p? of a quantum system A. It is possible to introduce another reference
system, which we denote R, and define a pure state |AR) for the joint system A ® R such that

p* = Trp(|AR) (AR)) (46)

called purification of p*.

Proof.

Suppose we have mixed state p. Since it is a density matrix, it i s self-adjoint and therefore has
an orthonormal basis p4 = > i Di |iA> <z’A|. To purify p? we introduce system R with the same
state space as A and with some defined orthonormal basis ’iR> so that we can invoke the Schmidt
decomposition, which allows us to construct a pure state

|AR) = Z\/E|i’4> ® |i%) (47)
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The tracing out R gives us

Trr(|AR) (AR)) Z\/m\z 54) (i) (7)) (48)
=ZM\¢ (2105 = D> peli®) (@] =" (49)

2.4 Partial Trace and Reduced Density Operators

We have been using the trace above in our treatment of density operators. We will extend on this to define
the partial trace, which is in some respect the “inverse” of the tensor product. While the tensor product
is used to form larger composite systems, the partial trace is used to form smaller (composite) systems by
“ignoring” one or more constituent systems.

Definition 2.6 (Trace)

The trace of an operator M is simply
Tr(M) = (ei|Mle;) (50)

where {e;} is any orthonormal basis.

Definition 2.7 (Partial Trace over Separable Systems)

Given a composite system on Hilbert space V ® W and a linear map AQ B: VW — V ® W, the

partial trace of A ® B is
Trp(A® B) = A-Tr(B) (51)

which is just a tensor contraction over B. That is, by letting

B = Z/Bijei ®e; = Tr(B) = Zﬂijei(eg‘) = Zﬁu (52)
&g &

(2]

By partially tracing out a system, we have a reduced density operator, which is in some way like marginal-
izing a joint probability distribution to a component distribution. Unfortunately, most systems are not sep-
arable like this, so we must generalize to entangled systems. When we partially trace over subsystem B, we
can leave alone subsystem A with the identity operator, leading to the following definition.

Definition 2.8 (Reduced Density Operator)

The reduced density operator of a composite system is the partial trace of the density operator
of the composite system. That is, if p contains subsystem A (can be any m particles) and B (the rest
of its m — m particles), then the partial trace over the B subsystem is

pa="Trn(par) =D (14 ® {ilp)pan(a ® i) ) (53)

where {|7)} is any orthonormal basis for B, and the partial trace over the A subsystem is

ps =Tra(pap) = Z(<i|A ® Ip)pas(li), ® Ip) (54)

%

where {|i)} is any orthonormal basis for A.
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Example 2.4 (Partial Trace of Maximally Entangled State is Maximally Mixed State)

Consider the pure state

00) + |11
pap = |85 5) (B4 5] where [8%5) = L2 11L) (55)
V2
The density operator is then
1
PAB = 5( |00) (00| + [00) (11| + [11) (00| + [11) (11]) (56)
$ 008
“lo oo o0 (57)
3 00 3
The partial trace over the B subsystem (second qubit) is
1
pa=Trp(pap) = 5((1A ® (0l5)paB(Ia ®10)5) + (In ® (1] 5)pa(Ia ® |1)5)) (58)
1
= S (10 Ol + 1) (1)) (59)

which has a Pauli decomposition of r = (0,0, 0), and so it is the center of the Bloch sphere.

3 Quantum Circuits

By solving the time-independent Schrodinger’s equation, we have found out that closed quantum systems
evolve according to a unitary operator. A question to ask is what kind of unitary operators are natural to
consider? In the case of single qubits, it turns out that any unitary operator at all can be realized in physical
systems. Therefore, we can modify these qubits with general unitary operators, which are in some way a
generalization of classical logic gates. Quantum logic gates can be interpreted as matrices that modify the
state of qubits.

This is similar to those of classical gates, but one key difference between quantum logic gates and classical
ones is that quantum gates are always invertible (from the unitary condition), while some classical gates like
NAND are irreversible (e.g., if the output of a NAND gate is 1, we don’t know if the input is 00,01, or 10).
We can divide them into classes depending on how many arguments they take, but as we will see, the general
form of a quantum gate taking in n input qubits is some unitary matrix in U(2"). Let us first focus on gates
of one qubit. We will start with the Pauli matrices and spend some time investigating their properties.

1. Quantum circuits are acyclic, meaning that there are no loops, unlike classical circuits.

2. Classical circuits have the bits either being |0) or |1). Quantum circuits have the qubits being in a
superposition |) = a[0) + 3 [1).

3. Classical circuits allow wires to be joined together (e.g. FANIN) or split/copied (e.g. FANOUT).
Quantum circuits cannot do this since it is not invertible. Every gate must be a n X n unitary operator.

It is common to use both classical bits and qubits in a quantum circuit. To distinguish between the two,
we use two lines to denote the flow of classical bits and a single line to denote the flow of qubits. This is
clarified in the following examples.

3.1 Classical Logic Gates

Before we begin with quantum circuits, it is good to draw analogies to classical circuits. Recall the following
below, with notation changed to quantum mechanical notation.
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Definition 3.1 (Classical NOT)

The not gate is

Definition 3.2 (Classical AND)

Definition 3.3 (Classical XOR)
In the general case, the XOR gate maps
XOR: (A,B)— (A,A® B) (60)

where A and B are classical bits. This can be used as a FANOUT gate, and so we can use it to copy
a bit.

3.2 Quantum Logic Gates
Definition 3.4 (Pauli X)

The Pauli X gate transforms « |0) + 5 |1) — £|0) + a|1) with the matrix form:
0 1
(1 o) (61)

Figure 1: Pauli-X circuit gate.

It performs a bit-flip operation, flipping the state of the qubit in the Bloch sphere about the X-axis.
This gate is also known as the quantum NOT gate.

Definition 3.5 (Pauli Y)

The Pauli Y gate transforms «|0) + 3|1) — i6]0) — icr |1) with the matrix form:
0 —1
¢ 3)

Figure 2: Pauli-Y circuit gate.

It also flips the state of the qubit in the Bloch sphere about the Y-axis.
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Definition 3.6 (Pauli Z)

The Pauli Z gate transforms « |[0) + 8]1) — «|0) — §]1) with the matrix form:

69

Figure 3: Pauli-Z circuit gate.
It performs a phase-flip operation, flipping the state of the qubit in the Bloch sphere about the Z-axis.

Since the Pauli matrices form a basis for the space of 2 x 2 Hermitian matrices, any unitary operator acting
on a single qubit can be written as a linear combination of the Pauli matrices. By setting o = (01, 02, 03)
to be the vector of Pauli matrices, we can write any unitary operator as

V-0 = V101 + U202 + V303 (64)
Definition 3.7 (Hadamard)
The Hadamard gate H takes in |0) or |1) and puts it into exactly equal superposition. That is,
H|0) = |+) and H|1) = |-). Furthermore, it can take Bell states and put them into either |0) or |1).

1. It transforms as such:
a+p

V2

=50

a—p

a0y + B1) — =

0) +

) (65)

2. with the matrix form

3. and the circuit form

L

4. This can be thought of as a rotation around the Bloch vector (1,0, 1).

The next set consists of multiple qubit gates. Recall that any function of bits can be computed from the
composition of NAND gates alone, which is known as a universal gate. The multi-qubit universal quantum
gate is actually the control-not gate.

Definition 3.8 (Swap)

The swap gate simply swaps the states of the two qubits.

1. It transforms as such:
a|00) + b|01) + ¢|10) 4 d|11) — a|00) + ¢|01) + b|10) + d|11) (67)

2. with the matrix form

Uswap = (68)

oo O
o= o o
o o= O
= o O O
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3. and the circuit form

o
4

"
"

Fany

N
L

€

Definition 3.9 (Control NOT)

The controlled-NOT is a 2 qubit gate that has a control qubit. If the control qubit is set to |0),
then the target qubit is left alone. If the control qubit is set to |1), then the target qubit is flipped.
This seems a bit confusing since a qubit can be neither |0) nor |1), but this rule applies to each
component of the tensor product.

1. It transforms as such:

a|00) + b|01) + ¢|10) 4 d|11) — a|00) + b|01) + d|10) + ¢|11) (69)
2. with the matrix form:

Ucnor = (é ;) = (70)

OSSO O =
o o= O
= O O O
O R OO

3. and the circuit form

|AY |4 A |4

8 —D——(goAy 1B —X]—(8en)

Notice how unlike the swap gate, the output 4-vector of the CNOT gate is not always guaranteed
to decompose into a tensor product |¢)1) ® |t2) of vectors (more on Bell states later). Its circuit is
represented in the given image.

At this point, we can now consider an extremely useful application: generating entangled states. Essen-
tially, given two qubits |00), we can use a Hadamard gate to put the first qubit into a superposition, and
then use a CNOT gate to introduce some correlation, ultimately entangling the two qubits.

Lemma 3.1 (Entangling Qubits)

Given a two qubit system, we can use a Hadamard gate and a CNOT gate to entangle the two qubits
as such:

1. Apply a Hadamard gate to the first qubit.
2. Apply a CNOT gate with the first qubit as the control and the second qubit as the target.

By doing this produre to the four computational basis states |00),]01),|10),|11), can get get all four
Bell states.
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[ 0Y H

oY D

[8")

Figure 4: Entangling procedure done for the [00) basis state to produce |®1).

Furthermore, we can just start off with the |00) state and apply some unitary gate U on the first
qubit to get all 4 Bell states.

| 0% H v

[0 €

U

Figure 5: Entangling procedure done for the |00) basis state to produce any of the 4 Bell states.
Setting U = I, X, Z, ZX gives the bell states |®T) ,|UT) |®d~), |¥~).
Definition 3.10 (Control U)

The controlled-U gate is a generalization of controlled-NOT. Let us have a control bit and n target
bits. If the control bit is set to |0), then the target qubits are left alone. If the control qubit is set to
|1}, then the states/spins of the n target qubits are changed by some unitary matrix U € U(2").

1. It transforms as such:

a|0) ®[¢) +b|1) ©[¢) = a|0) ® |¢) +b|1) ®U [¢)) (71)

Ucvy = (é g) (72)

2. with the matrix form:

3. and the circuit form:

Definition 3.11 (Toffoli)

The Toffoli gate is similar to a CNOT but with two control qubits and 1 target qubit. If the control
qubits are set to |11), then the target qubit is flipped.

1. It transforms as such:

al000) + b|001) + ¢|010) + d|011) + €[100) + £|101) + g[110) + h|111)
—+a|000) + b001) + ¢|010) + d|011) 4 €[100) + £]101) 4 A|110) + g[111).

23/ [p§



Quantum Computing Muchang Bahng Spring 2024

2. with the matrix form:

O OO OO O O =
OO O OO OO
OO O OO+ OO
SO O OOOo
OO O OOOO
S o OO0 OO o
_H O O OO o oo
O R OO OO oo

3. and the circuit form:

\/

At this point, we can see that we can have an arbitrary number of qubits which act as a control for some
unitary operator. This gives us great flexibility in constructing quantum circuits.

Definition 3.12 (Measurement)

Finally, we introduce the operation of ”measurement,” which we represent by a meter symbol.

|y — 7=

This operation converts a single qubit state |¢)) = «|0) 4+ |1) into a probabilistic classical bit M,
which is 0 with probability |a|? or 1 with probability |3|2.

3.3 Physical Implementation
4 Quantum Computation and Properties

4.1 Quantum Tomography

In quantum computing, uncertainty is a huge obstacle to overcome, and it is not always the case that we
know which state we are working with in a qubit. In a classical computer, we can always measure the state
of a bitﬂ However, this is much harder in quantum computing. It is not so simple to just “see” which state
a qubit is in, but it is possible. We typically do this through measurements, but as we know, measurements
collapse the state of the qubit. Therefore, we want to measure some qubit (or an ensemble of identical
qubits) and then reconstruct the state of the qubit according to the information that we have gained from
our qubits.

Definition 4.1 (Quantum Tomography)

Quantum tomography refers to the process of determining the state of some system by measuring
a system of identical systems. That is, while measurements tell you the state of the system after

You can simply measure the electrical pulse going through a wire. Presence indicates that it is turned on, a 1, and the
absence indicates that it is off, a 0.
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the measurement, tomography gives you insight about what the state was before the measurement.
Then, with this system we can reconstruct the state of the qubit[7

%This can be done by constructing the correct gate G and just putting a bunch of |0) states through it.

In the end, it is just a question of what is the mazimal amount of information I can extract from this
system to reconstruct it?. Sometimes, this is not possible to know for certain, but we can say with high
probability. This is very similar to the problem of statistics, and in a way it is. We essentially have some
distribution, and every measurement samples from that distribution. Given these samples, we want to
reconstruct the distribution, and techniques like maximum likelihood or Bayesian updating are even used.
But let’s not get ahead of ourselves and start with an example. There are many assumptions that get thrown
around, listed below, and we should know the basic ones.

1. Whether we are trying to determine the state of a single qubit or a system of multiple qubits.
2. Whether we know a set of state {|¢);)} that the true state is in.
3. Whether these states are orthonormal.

4. How many qubits are prepared for us to work With?ﬂ
Example 4.1 (Distinguishing Two Orthonormal States)

You are given a single qubit |¢/) which can be in one of two orthonormal state |t1) and |i2). It turns
out that you can perfectly distinguish these states.

1. Construct a measurement operator
M=1-Pi+2-Py=1-|¢n) (1] +2- [¢ha) (82| (74)

2. When you measure the qubit [/}, it must be an eigenvector of M. Let p be the random variable
of the prepared state. Then

P(M =1|p=¢1)) = (1| P |¢hy) =1 (75)
P(M =1|p=|1h2)) = (tba| P1[t2) =0 (76)
P(M =2|p=|¢1) = 1| P2 ¢1) =0 (77)
P(M =2|p = [t1h2)) = (Yo P |h2) =1 (78)

3. Therefore, if you observe M = 1, then it must have been the case that the state was |¢1), and
if you observe M = 2, then it must have been the case that the state was |¢2). To formalize
this, it is just simply Bayes rule.

P(M =1|p=|¢1))P(p = [¢1))

P(p= fva) | M = 1) = T -1 (79)
]P’(p _ |¢2> | M= 2) _ ]P(M =2 |]1P;(7\4|¢2>2))P(p = |'(/)2>) -1 (80)

We can see that depending on what the measurement outcome realizes to, there is a probability of us
being certain of the state. Let’s define this metric.

2Note that this must be finite, since if it was infinite, then we can measure with infinite precision and our state is trivially
constructed.
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Definition 4.2 (Probability of Certainty)

The probability of certainty is the probability of some measurement outcome M being realized
that gives us certainty of the state.

Therefore, the probability of certainty of the example above was 1. Okay, that was easy, but what if
the states were not orthonormal? It turns out that it is impossible to perfectly distinguish between two
non-orthonormal states, even if we have an unbounded but finite number of identically prepared states to
work with.

Lemma 4.1 (Distinguishing Non-Orthonormal States)

Given a finite number of n qubits identically prepared at state |¢)) which can take states within the
set {|1;)}, it is not possible to perfectly distinguish them if the states are not orthonormal.

Proof.

Suppose it is possible, corresponding to the measurement M with its Hermitian operator M. Then,
it should be the case that if we start with state |11), then P(M = 1) = 1, meaning that |11) must be
an eigenvector of M. This holds true for |¢)2) and so it must also be an eigenvector. However, this
violates the contrapositive of the Spectral theorem which states that if A is Hermitian on V', then
there exists an orthonormal basis of V' consisting of eigenvectors of A.

We can still distinguish them with high probability the more prepared states we have, but before blindly
doing this, we should try to maximally optimize each measurement. Note that there are three stages to this
process:

1. Prepare the state [¢).
2. Measure the state [¢)) with some measurement operator M.

3. Guess the state |¢)) based on the measurement outcome.

The user can control the measurement operator and separately determine a strategy for guessing the state.
We have implicitly made a strategy above using basic probability, but you can make completely bogus
strategies even if you have the optimal measurement operator. With this in mind, we define more fine
metrics.

Definition 4.3 ((Maximal) Probability of Success)

Given some measurement operator M and some strategy S, the probability of success is the
probability that the strategy S correctly guesses the state |1)) given the measurement outcome M.
The maximal probability of success is the maximum probability of success over all strategies.
Note that for such thing to exist we must place a prior distribution over the states (i.e. know the
probability of each state being prepared).

Example 4.2 (Distinguishing Two Non-Orthonormal States)

Suppose we have a single ) qubit which can be in one of two states [¢1) = |0) and [i)2) = |+) =

%, prepared with equal probability. We can naively construct the measurement operator

M=1-P+2-P,=1-10)(0]+2-]1) (1] (81)

By focusing on |0) and setting the other one to be |0J->. We know this won’t be perfect, but hopefully
it will give us a decent chance of predicting correctly. We want to calculate both the probability of
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certainty and the maximal probability of success. First, let’s compute some probabilities.

P(M=1|p=10)) = (0| P |0) =1 (82)
P(M=1|p=|+)=(+P|+) =5 (83)
P(M =2|p=10)) = (0] 22]0) =0 (84)
P(M =2|p=|+))=(+| B |+) =5 (85)

Therefore, with Bayes rule, we can compute
P(p=0) | M=1)=> (56)
Pp=|+) [ M=1)=7 (57)
Plp=10) | M =2)=0 (88)
Pp=|+) | M=2)=1 (89)

and the probability of certainty is

P(M=2)=P(M=2|p=10))P(p=10)) + P(M =2|p=[1))P(p=1)) (90)
2014_11:1 (91)

2 2 2 4

With this measurement operator, our optimal strategy would be to just simply choose the state with
the maximal probability in the posterior. If M = 1, we should choose |0) and if M = 2, we should
choose |+). The maximal probability of success is

B(M=1|p=[0)B(p=0) +P(M =2 |p=[+)Bp=+)) =7 s +1-- =5  (92)

Determining the best strategy is pretty easy, but what about the best operator? Well this is simply just
an optimization problem.

Example 4.3 (Best Operator for Distinguishing Two Non-Orthonormal States)

Given the same situation above, let’s be a bit smarter about constructing M. It must be defined over
some orthonormal basis, so we can parameterize it from the Bloch sphere:

) = cosg 10) + ¢ Smg 1) (93)
) = e—i%ing |0) —cosg 1) (94)

and so our measurement is
M=1-P+2-P=1-9) (@] +2-[¢") (| (95)
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Therefore, we can compute with some trigonometric identities

P(M =1|p=[0)) = (0] £1[0) = cos? & (96)
]P’(le|p:|+>)=<+\f31|+)=%+%sinecos¢ (97)
P(M =2 p=[0)) = (0| B2]0) = sin? * (98)
P(M =2| p=|4)) = {+] B |4) = ; — 5 sinfeosg (99)

Notice that computing the inverse conditionals with Bayes rule isn’t necessary. These probabilities are
only required for us to compute the probability of certainty, but we know that as long as the optimal
basis does not coincide with the possible states, this will be 0. Let’s directly go into calculating the
maximal probability of success, which is

P(success) = P(M =1 p = [0)P(p = [0) +B(M =2 | p= [))B(p = |+)  (100)
:cos2z-;+<;—;sin9cos¢)>~; (101)

We want to maximize this, and first we can remove all the constant terms. Second, we can see that
maximizing w.r.t. ¢ is independent of 6, and so we can set ¢ = 0. Then, we can maximize w.r.t. 6
to get the maximal probability of success. We just set the derivative to 0 and solve.

d 20 1 . i
O_dG{COS 2—251n9} = 9—1 (102)
Therefore, our optimal measurement basis is
) = cosg 10) + sin% 1) (103)
and our maximal probability of success is
1 1
P(success) = = + ——= (104)

2 2v2
Geometric interpretation.
Theorem 4.1 ()

The maximum probability of success to distinguish two states 1), |t2) is

1 + sin(arccos(|(11[12)]))

P(success) = > (105)
Theorem 4.2 (Holevo Bound)
The Holevo bound is a generalization of the previous theorem to n states.
1
P(success) < 1 — H<+|<7ﬁl|¢2>|) (106)

where H is the binary entropy function.
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4.1.1 Swap Test

Let’s take a look at the following circuit.

Figure 6: Swap test

If we write out the states

H

0) [¢) [¥) = |+) |} [¥)
s, 10)[9) [¥) + (1) [¢) )
V2
H ) |9) +19) [¥) %) |9) — 19) [¥)
o (S0 (210

and so we have a probability of measuring 0 corresponding to a collapse onto |0) is

ik

2

P(M:O):‘W

L2+ 20l (lo)

S+ Lok P)

Therefore, we can check that if |¢) = |¢), then P(M = 0) = 1, and if |¢) L |[¢), then P(M = 0)
for just one sample this won’t help much, but if we want to estimate with accuracy

[{ele)]* + e

it requires O(1/€%) samples.

4.1.2 Hadamard Test

If we wanted the phase information of (¢|t¢)), we can use the modified Hadamard test.

0) 4H i A=
) ——U

Figure 7

(107)

(108)

(109)

(110)
(111)

(112)

= % Clearly,

(113)
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4.2 Parity Operators

Quantum tomography is the first tool we need to work with states, but we have said that often we need an
ensemble of identical qubits to work with so we can make an optimal series of measurements. This is needed
since these measurements are destructive, and we need to make sure that we can extract as much information
as possible. But every measurement does not necessarily have to be destructive. We can use partial projective
measurements to extract information while still keeping it in some superposition by projecting the system
into some non-degenerate eigenspace of our measurement operator M.

Example 4.4 (Computing Parity)

Say that we have a n-qubit state |¢)) and we want to measure the parity of the state. There are two
ways that we can do this:

1. We can perform a complete Von Neumann measurement with respect to the computational
basis and subsequently compute the parity of the resulting string.

2. We can perform a projective measurement of the parity with the operator Z®"

They both measure the parity of the realized system, but the difference is what the system collapses
to. Let’s have a state [¢)) = agg |00) + a1 [01) + 10 |10) + 31 |11). Then, I can take an ancilla qubit
in the state |0) and conduct the parity measurement

U, = (|00) (00] + [11) (11]) ® I + (J01) (01| + |10) (10]) @ X (114)

which brings the state to

1) ® |0) 22 (a0 |00) + a1 [11)) @ |0) + (a1 [01) + a0 |10)) @ |1) (115)

By conducting a partial projective measurement on the third qubit, we are essentially projecting the
state to the eigenspace corresponding to the parity of the state, which is spanned by either {|00)+|11)}
and {|01) +|10)}. Therefore, the second measurement may be preferred since we can directly observe
parity without destroying the superposition of the system.

We can get a good geometric interpretation of this. Initially, there is some quantum system |¢) in
some Hilbert space H. Every projective measurement, complete or partial, projects |¢) into some lower
dimensional subspace, and by projecting it we can glean information about it. The price to pay is that after
every projection, some information about the system is lost, and after all projections, we know that the
system must be in some 1-dimensional subspace, where all information is lost.

4.3 No Cloning Theorem

Let us step back into the world of classical computing with classical bits. It is important to know that the
CNOT and Toffoli gates take in quantum bits, not just classical ones.

1. The classical analogue of the CNOT gate is the XOR gate (or mathematically speaking, XOR is
the restriction of CNOT to qubits in superposition of |0) or |1)). One of the reasons that XOR is
significant is because it can be used as a FANOUT gate, which takes in an arbitrary classical bit 0 or
1 and essentially copies it to output 00 or 11, where each copy can be used for separate purposes. By
setting the first bit to be some arbitrary A € {|0),|1)} that we want to copy and the second bit B =0
as a "scratchpad” bit, we have

XOR: (4,0) —» (A, A 0=A) (116)

To explicitly calculate, we can do
Ucnor(|0) ®10)) = [0) ® |0) (117)
Ucnor(|1) ®10)) = [1) ® [1) (118)
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2. The Toffoli gate can also be used as a FANOUT gate to copy classical bits since given classical bits
A, B, C, the Toffoli gate maps

Toffoli : (A, B,C) — (A, B,C @ AB) (119)

where A, B,C are classical bits. By setting the first bit A = 1, B as an arbitrary bit to clone, and
C =0, we have
Toffoli : (1,B,0)— (1,B,0®1-B = B) (120)

We have just demonstrated that it is very much possible to clone a classical bit 0 or 1, i.e. a quantum
bit in a superposition of |0) or |1). However, it turns out that we cannot copy a qubit in some general state
|y = «|0) 4+ B|1). Let us naively apply this for a general qubit 1)) = a|0) 4+ 5 |1). We get

1. For a CNOT gate, we get

Uenor () @10)) = Ucxor (([0) + 811)) ®10)) (121)

= Ucnor(r|00) + £ [10)) (122)

= «|00) + 2]11) (123)

# a?|00) + a3 [10) + aB|01) + B2 [11) (124)

= (@]0) +81)) ® (a|0) + B [1)) (125)

=[¥) ® |[¢) (126)

2. For a Toffoli gate by inputting |1) ® 1) ® |0), we get

= a|100) + B|111) (127)

~
Y
=)
N~
®
amny
=™ L
~——
®
N
o
N
Il
~
OO R oo oo
I
O OR OO0 oo

which is not equal to [1) ® 1) @ |¢) = a2]000) + a3|001) + a3]010) + 3%|011). No copying is done.

We may try to experiment with other schemes, but it will be fruitless. We will show that this is theoret-
ically impossible in quantum computing. This is not the most general proof since we only consider 2-qubit
operators, but it can extend beyond this.

Theorem 4.3 (No Cloning Theorem)

There exists no 2-qubit gate L such that for any qubit state |¢), we have

L([¢) ©10)) = |9) @ |9). (128)

Proof.

Assume that there exists such a gate L. Then, it should be that

L(ly) ®10)) = [¢) @ |4) (129)
= (a|0) + 8 1)) ® (]0) + B]1)) (130)
= a?]00) + B |01) + B3 |10) + 5% |11) (131)
We can also see that
) ®10) = a|00) + 3[10) (132)
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But by linearity of L, we have

L(r|00) + 8]10)) = aL(]00)) + BL(|10)) (133)
= a|00) + B]11) (134)
(135)

which doesn’t align with our previous equation. Therefore, no such L exists.

4.4 Propagating Entanglement

We’ve talked about entangling 2 qubits, which was relatively simple using the CNOT and Hadamard gates,
but what if we wanted more?

Definition 4.4 (Greenberger-Horne-Zellinger (GHZ) State)

The Greenberger-Horne-Zellinger (GHZ) state is a type of entangled state of 3 qubits. It is
defined as - 11
|GHZ) = m (136)
V2

Theorem 4.4 (Generating the GHZ State from Bell States)

We can generate this from 2 qubit Bell states along with some assumptions. Given three parties A,
B, C, we have the following:

1. A Bell state is generated, with one qubit given to A and the other qubit given to B.
2. A Bell state is generated, with one qubit given to B and the other qubit given to C.

A circuit diagram is first shown:

loy —H]
(0% &
EHZ
loy —{H] &=
(0% © X}
h['|> hb:l.') h&?}

Figure 8: Circuit diagram for generating the GHZ state from Bell states.

By generating the GHZ state, we are essentially propagating the entanglement from A to C.
1. We start off with the state

~|0000) + [0011) + |1100) + |1111)
B 2

1) = |@F) |@F) (137)

2. Now we want to make a measurement on only 1 qubit to turn this into a 3 qubit system. The
measurement operator that we can use is one that computes whether the 2 qubits that B has
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match onto the third qubit. This can be done with the parity operator done on B’s qubits, as
you can see in the following.

00) — [00) (138)
101) > |11) (139)
110) > |01) (140)
I11) > |10) (141)

This turns out to be the CNOT with the 2nd qubit being the control and the 3rd being the
target.

~|0000) + [0011) + |1110) + |1101)
B 2

|1b2) (142)

3. Now note that the first and fourth terms have the same third qubit of 0 and the second/third
have the same third qubit of 1. If we measure the third qubit and it turns out to be 0, the
entangled system will collapse to the first and fourth terms, which is the GHZ state. If it turns
out to be 1, it will collapse to the second and third terms.

000 111
0 measured = w3 = 1000) + J111) = |GHZ) (143)

V2
001 110
1 measured = 93 = 0o1) + 110) (144)
V2
The second is not the GHZ state but can be turned into one by simply swapping the third qubit
between 0 and 1. Since this is conditioned on the fact that the measured third (previous) qubit
is 1, we can use a controlled gate with the X since we want them to negated (NOT). Therefore,

~]000) + |111)

|¢3> \/i

= |GHZ) (145)

Question 4.1 (To Do)

Class 4, how do I create a 4-qubit GHZ state?

4.5 Quantum Teleportation

We have just proved that we cannot copy qubits, but what is possible is to transfer the state of one qubit
to another. This is known as quantum teleportation, or more specifically entanglement-assisted tele-
portation. More specifically, suppose A has a qubit in quantum state |¢) = «|0) 4+ 5|1) and wants to send
this qubit to B (by "sending” it to B, we mean that we want B to be in possession of a qubit in state |¢) in
some way). This is possible under very special circumstances, which we will describe in the theorem below.

Theorem 4.5 (Quantum Teleportation)

Given that two parties A wants to send B a qubit |¢), it is possible to do so under the following
assumptions:

1. An EPR pair (two qubits in some Bell state) has been generated with each qubit given to A
and B. This can be done beforehand by A, B, or even a third party C.

2. A can communicate to B by sending classical information to B (i.e. finite strings of 0 and 1).
The finiteness of this condition is most restrictive, since if A could send infinite strings, A can
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just send the infinite binary representation of [¢).

The entire circuit is represented by the diagram below:

[¥y H | AR

[0y —H] &b LA

| 0% o Sz |¥r
F2 [ %2 [¥:7 (=1

Figure 9: Quantum teleportation circuit, with A having the first and second qubits and B having the
third qubit.

The following steps are taken:

1. Before the experiment, we take the |00) qubit and entangle it, bringing us to |¢1).

[91) = [¥) |@F) (146)
1

— \—ﬁ(aﬂ)) + B11))(100) + [11)) (147)
1

= \—ﬁ(a|000>+a|011>+ﬂ|100>Jrﬂ\lll}) (148)

2. Then, we put take the first and second qubit through a control NOT gate. Since the control is
the first qubit, we can just swap the second qubit from 0 to 1 or 1 to 0 if the first qubit is a 1
for every component.

g = %(amom + [011) + 8[110) + B [101)) (149)
3. Then, we put the first qubit through a Hadamard gate, which after some computation give us
_Llie ] B oy — B oy -
¥3) = 5 (\/§(|0> + 1)) 00) + \/5(|0> + 1) 11) + \/5(|0> 1)) [10) + \/5(|0> 1) 01>)
= % (a( |000) + [100) 4 [011) + |111) + ) + B(|010) — [110) + |001) — [101) ))

5 (100) (@ 10)+ 81) +[01) (al1) +10)) +110) (a[0) = 1)) + 1) (a11) = 510)) )

3 (100) (7100) +100) (X 14)) + 110} (Z19)) + 111) (X2 14)) )

4. At this point |1)3) stores the state of |1), but there needs to be a bit of postprocessing, which can
be done with the next gate that takes in the first two classical bits as the control. Depending
on what classical bits we measure from the first and second bits, we can undo the operations
we did to the third qubit.

If we measure 01, then we have X |¢), and we can undo this by applying X again.

If we measure 10, then we have Z [¢), and we can undo this by applying Z again.

then Z.
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Note that A must communicate to B the measurement outcome of the first two bits over a classic
communication channel in order to complete the teleportation. Since this classic information is subject to
the limits of speed of light, the teleportation of a qubit does not violate the upper limit. This example may
also look like it has violated the No-Cloning theorem, since we have copied the qubit |¢) from A to B. This
is not true, since A’s |¢1) qubit collapsed onto either a |0) or |1) upon measurement during the process of
teleportation (and so we are left with exactly one copy |¢) in B’s possession). With the use of reduced
density operators, we can make this statement about the no super-luminal communication more precise.

If we observe closely, this is just like taking a partial trace of the first two qubits of the state |13), which
will give us the state of the third qubit. First, let’s introduce a useful identity.

Lemma 4.2 (Depolarizing Lemma)

For any 2 x 2 density operator p, we have

p+XpX+YpY +ZpZ 1

= 1
1 5 (150)
which we can think of as a 4-ensemble mixture.
Let p = |[¢) (|. After step 3, the state of the entire 3-qubit system is
1

[0') = 5 [100) [¢) +01) X' [4) +[10) Z[¢) + [11) X Z |4)) ] (151)

and so the density operator of this entire system is
1

p =)W= Z[\()O) [90) (] {00] + |01) X [4) (] X (01] (152)

+110) Z [¥) (| Z (10] (153)

+ (11 Y [v) (] Y (11] ] (154)

We can trace out A’s subsystem with the computational basis {ex}a = {|00),|01),|10),]11)} to get the
reduced density operator of Bob’s subsystem.

PB :Z<6k®.[2|p|ek®12> (155)
k

= L1 0l X0 61X+ Z ) 1 Z 4+ Y ) (6] Y] (156)

:i[I+X+Z+Y]|¢><¢\[I+X+Z+Y} (157)

-3 (158)

where we have used the identity ¥V = iXZ = —iZX = XZ|¥)@|ZX = Y |¢)(¢|Y and used the
depolarizing lemma in the last line. Therefore, the state of Bob’s system after Alice has performed the
measurement but before Bob has done the measurement is /2. This state has no dependence on the state
|t)) being teleported, and so any measurement performed by Bob will contain no information about |¢),
preventing Alice from using teleportation to transmit information to Bob faster than light. But this at the
same time does not mean that Bob lost all information. Because of ensemble equivalence, Bob’s reduced
density operator can still be expanded in terms of |¢)

o = L1} (01 + X [4) (9] X + Z [} (91 2 + Y [} (4] Y] (159)

which contains information about |¢). It is only when he receives the 2 classical bits from Alice that he can
apply the corresponding transformations to recover the state [¢).
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4.6 Superdense Coding

In quantum teleportation, we used two classical bits to send a qubit. Superdense coding is simply the reverse:
a method to send two bits of information using one qubit.

Theorem 4.6 (Superdense Coding)

Given that A wants to send B two bits of information with just a single qubit, it is possible to do so
under the following assumptions:

1. A Bell state has been generated with each qubit given to A and B. This can be done beforehand
by A, B, or even a third party C.

2. There exists a channel where A can send a qubit to B.

The entire circuit is represented by the diagram below:

bs
[0} 1@7

[0} o & =
[ 15y ¥ 1% 1%

Figure 10: Superdense coding circuit, with A having the first qubit with the 2 classical bits and B
having the second qubit. Once A manipulates the first qubit, A sends the first qubit to B, who then
measures the first and second qubits to get the 2 classical bits.

The following steps are taken.
1. Before the experiment, we take the |00) qubit and entangle it, bringing us to [i)1).
1
V2
2. Then we do a control NOT with a classical control bit bg.
1

V2

3. Then we do a control Z with a classical control bit b;

1
|v3) = 7

4. Then we do a quantum control NOT with the control qubit as the first qubit that A has, which
unentangles the system!

[¥1) = —=(00) +]11)) (160)

|th2) = —=(0bo) + |1,1 & bo) ) (161)

(10bo) + (=1)"* [1,1 & bo) ) (162)

1
V2

5. Then we do a Hadamard on the first qubit unentangling it.
|vhs) = (H ® I) [th4) = |b1bo) (164)

_1\b1
) = (|0b0>+(—1>b|1b1>)—('0>+(1)'1>) 1b0) (163)

V2

6. Now the first qubit, in possession by A, is sent to B, which is now in state |b1bg).
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Example 4.5 (Superdense Coding with Two Classical 0 Bits)

Since it is a bit more tedious to prove, we will show for the (bg,b;) = (0,0) case and show for the
(bo,b1) = (0,1) case in a future example.

1. Before the experiment, we take the |00) qubit and entangle it, bringing us to [i1).

1
= —(]00) + |11 165
|th1) \/5( 00) +11)) (165)
2. Then we do a control NOT with a classical control bit by = 0. Nothing changes.
92) = == (100) +]11)) (166)
ARV
3. Then we do a control Z with a classical control bit b; = 0. Nothing changes.
[9s) = —=(100) + 1)) (167)
V2
4. Then we do a quantum control NOT with the control qubit as the first qubit that A has.
[9a) = —=(100) +[10)) = —=(10) + 1)) [0} (165
V2 V2

5. Then we do a Hadamard on the first qubit unentangling it.
|vs) = (H ® I) [¢4) = |00) (169)

6. Now the first qubit, in possession by A, is sent to B.

7. The final qubit is of state |00), which is guaranteed to have measurement (0,0) = (bo,b1) as A
had, and so B measures the first and second qubits to get the 2 classical bits.

Example 4.6 (Superdense Coding with Two Classical 1 Bits)

As promised, we outline the steps for when A has (bg,b1) = (1,1).

1. Before the experiment, we take the |00) qubit and entangle it, bringing us to |¢1).

1
= —(1]00) + |11 170
|91) \/5(| ) +[11)) (170)
2. Then we do a control NOT with a classical control bit by = 1. The first qubit is flipped.
[92) = —=(110) +[o1)) ()
V2

3. Then we do a control Z with a classical control bit b = 1. The |1) component of the first qubit
changes sign from + to —.

1
= —(—1[10) + |01 172
[va) = 5(~ 110) + o)) (172)
4. Then we do a quantum control NOT with the control qubit as the first qubit that A has.
1 1
=—(—[11)+|01) ) = —(]|0) — |1) ) |1 173
i) = (= 110+ o)) = —=(10) = 1) 1) a7

37/



Quantum Computing Muchang Bahng Spring 2024

5. Then we do a Hadamard on the first qubit unentangling it.
vs) = (H @ I) [¢hs) = |11) (174)

6. Now the first qubit, in possession by A, is sent to B.

7. The final qubit is of state |11), which is guaranteed to have measurement (1,1) = (bo,b1) as A
had, and so B measures the first and second qubits to get the 2 classical bits.

4.7 Quantum Parallelism

There are two limitations of quantum computing. The first one is that the gates must be n x n and therefore
the number of qubits coming in must equal the number of qubits coming out. This is not too bad, since
we can add, remove, or measure in some clever way. The bigger limitation is that quantum gates must
be reversible, and therefore they cannot simulate functions that are not invertible. For example, say the
function f : {0,1} — {0,1} is defined by f(0) = f(1) = 1. This is not invertible, and so we cannot simulate
this function with a quantum gate. What we can do is simply extend the codomain so that no outputs
overlap with each other. That is, we can simply say f(0) = 01 and f(1) = 11, setting the first bit to be
a dummy variable and the second bit to be the actual output. But now we’ve broken the first rule since
the number of qubits coming out is not the same as the number of qubits coming in. Therefore, we simply
increase the dimensionality of the domain as well. Therefore, we can say that f(00) = 01 and f(10) = 11,
where the second bit of the input is now a dummy variable. Problem solved. It is not too hard to see the
general case.

Lemma 4.3 (Reversible Computing of a Classical Function)

Given a classical function f : {0,1}" — {0,1}"™, we can simulate this function with a reversible
quantum gate Uy : {0,1}"*™ — {0,1}""™ where n is the number of input bits and m is the number
of output bits.

Proof.

We don’t give a formal proof here, but consider the worst case scenario where f = 0™ always. Since
all the outputs are the same, the inputs must be distinct, so we need at least n dimensions to store
the keys of the inputs. The actual output size is m, so we also need an extra m dimensions to store
the outputs, leading to n + m.

Therefore, we have the set of inputs « € {0,1}™ and the set of outputs {f(x)}. It is conventional to do
the following;:

1. Since the inputs must be of dimension n + m, we just write the first n bits as the actual inputs and
the last m bits as dummy variables, call it y, which can be set to all 0 or all 1 for simplicity.

2. Since the outputs is of dimension n + m, the first n bits will be set to the dummy variables, which are
set to the input values, and the last m bits will be the actual outputs.

For now, let’s focus on when m = 1.

Example 4.7 (Toffoli Gate as extension of NAND Gate)

The Toffoli gate can simulate the NAND gate as its extension. To see how, the input is of form
Xy = X1X2y = 21221, where we have set y to all 1. Then looking at the output of the Toffoli gate,
we can see that in its respective outputs, the first two bits are simply the inputs and the third bit is
the NAND of the first two bits, the actual output.
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NAND Toffo/:

000 000
00| ——001
00 0/0 ——01/10
0l 0 o1t ——otl
| 0 | |00 — | 00
[ | 0| ——— | 0|
110 110
(NN NN
More formally, we can write
NAND(zy) = d3 o Toffoli(xyl) (175)

where 03 : xyz — z. Since the Toffoli gate allows us to simulate the universal NAND gate, it becomes
possible to simulate all other elements in a classical circuit and thus an arbitrary classical circuit can
be simulated by an equivalent reversible circuit.

Definition 4.5 (Reversible Extension of Functions)

In general, given a function f : {0,1}" — {0,1}, we can set the dummy variable y = 0 always and
construct a reversible extension Uy defined

Up {0, 13" — {0, 1™+, Uy« |2)ly) = |2)ly @ f(2))- (176)

and since y =0, y ® f(z) = f(x).

Spring 2024

Constructing this reversible extension of classical functions gives us the foundation to work with quantum
parallelism, which is a fundamental feature of many quantum algorithms that, heuristically, allows quantum
computers to evaluate a function f(z) for many different values of x simultaneously. More specifically, by
inputting a superposition of all possible inputs into a reversible extension of a function, we can obtain a

superposition of all possible outputs.

Example 4.8 (Function of 1-Bit Input)

Suppose f : {0,1} — {0,1} is a function. To evaluate f on all possible bits, we need to call f 2
times: f(0), f(1). We can create a reversible extension of this function f by extending the domain
and codomain to {0,1}? to construct

Up :{0,1}* — {0,1}%, Uy : |2)ly) = |2)ly & f(2)) (177)

With the construction of Uy, all we need to do is pay attention to all the outputs where the input
has y = 0, since Uy(|z)|0)) = |z) | f(x))-

f Vs
00 00

0 0
0 ol
l><| I o | 0
| | — 1 |

By setting |y) = |0) and with it, (the important part) inputting in a superposition of all possible inputs
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which we can just get by doing a Hadamard) |z) = H |0) = M, we can obtain a superposition of
V2

all possible outputs.

U(le) ® [9)) = U('O>+'1>®|o>>

V2
|OO> + |10>
= U( VG >
_ U|00) + U |10)
Y
_[0)1£(0) + 1) (1))
V2

This output state is very interesting because the different terms contain information about both f(0)
and f(1). It is almost as if we evaluated f(x) for two values of z simultaneously. Note that unlike
classical parallelism, where multiple circuits each built to compute f(z) are executed simultaneously,
here a single f(z) circuit is employed to evaluate the function for multiple values of  simultaneously.

Example 4.9 (Function of 2-Bit Input)

Suppose f : {0,1}?> — {0,1} is a function. To evaluate f on all four permutations of two bits, we
need to call f 4 times: f(00), f(01), £(10), f(11). We can create a reversible extension of this function
f by extending the domain and codomain to {0,1}? to construct

Up:{0,1}° — {0,1}%, Uy : |z122) |y) = |z122) [y © f(2122)) (178)

With the construction of Uy shown below, all we need to do is pay attention to all the outputs where
the input has y = 0, since Uy (|z122)|0)) = |z122) | f(2)).

f V
00 00— 001
010 010
0l 0 01— <1
0 | 00 | 00
| ' |01 —<<j 01

I e 2

Again, we set |y) = 0 and now we want a superposition of all possible two-qubit inputs. What better
way to do this than to apply the Hadamard transform H®? to the first two qubits?

U(l) ® ly)) = U(H®*|00) ® [0) ) (179)
- (180)

_ 100)[£(00)) +[01) | £(01)) + [10) |f(10)) + [11) f([11))
2

(181)

Again, this output state is interesting because it contains information about all its input values. It
is almost as if we evaluated f(z) simultaneously.

If you can simulate a NAND gate with a Toffoli, and NAND is the universal gate for classical computing,
then can’t we construct cloning gates (like XOR)? The answer is no, since we can only do it for classical
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bits, not quantum bits. Let’s generalize this procedure for N-bit inputs.

Theorem 4.7 (Quantum Parallelism of N-bit Input)

Given some function f: {0,1}" — {0,1}, we can take the state [0)®(*1) and apply the Hadamard
transformation H®" on the first n qubits to prepare the (n + 1)-qubit state

N
|21 ... 2n) ® |y) = (|O>\J/r§|1>> ® |0) (182)

Then, we put it through the (reversible) quantum circuit Uy : {0,1}"T! — {0,1}"*! constructed as
an extension of the classical f defined

Uflzize...2n) ly) = |T122. .. 20) [y ® f(Z1...20)) (183)

which gives

N
Uf(H®”|O>®"®|O>)=Uf<<W) ®|o>>= = > W) sy

z€{0,1}n

This output state contains information about all of the possible values f(x). But the question still
remains what to do with this output

1
Jon

> o) 1f@) (185)

ze{0,1}7

While this one state contains all the information defining the function f on the one hand, it is still in su-
perposition that will collapse onto one measurement outcome |z) ® |f(x)). Therefore, quantum computation
requires something more than just quantum parallelism to be useful; it requires the ability to extract infor-
mation about more than one value of f(z) from superposition states. This is where the Deutsch algorithm
comes in.

5 Quantum Fourier Transform

5.1 Deutsch Algorithm

With quantum parallelism, we’ve evaluated a superposition of the inputs to get a superposition of the
outputs. Unfortunately, we can’t just extract all information from this output, but there are some global
properties of the function that we can deduce, with interference. What do we mean by global properties?
Let’s look at an example below.

Example 5.1 (1 Bit Function)

Given a function f : {0,1} — {0, 1}, we can determine the following equivalent properties:
1. whether the f is constant or balanced, i.e. whether it is constantly 0 or 1.
2. the value of f(0) & f(1)
3. whether f is surjective or not.

It is easy to see how knowing one property allows you to know other properties.

To get these global properties, it usually requires us to run a classical circuit over all inputs of f, which
may not be computationally feasible. Finding the surjectivity of a 1-bit input function above will require 2

41/ 6§



Quantum Computing Muchang Bahng Spring 2024

forward passes, but we claim that we can do it on a quantum circuit with just one forward pass. To do this,
it requires a bit of clever thinking, where the dummy variable |y) is now also set to a Bell state.

Theorem 5.1 (Deutsch Algorithm for 1-Bit Input Function)

Let Alice and Bob be isolated except for a channel where they may send one qubit to each other.
Given that Bob has a one-bit input function f : {0,1} — {0,1}, it is possible for Alice to determine
the value of f(0) ® f(1) with just one forward pass of f(x) on a quantum circuit without knowing
Bob’s function. The circuit is shown first for clarity:

(0> H X x H
Vp

1 H Y yof)

Figure 11: Deutsch Algorithm for 1-bit input function.

Like we have always done, we can take the reversible extension Uy : |z)|y) — |z)|y @ f(z)). The
following steps are taken.

1. Alice prepares a bell state by taking a Hadamard on each input qubit.
1) = HE?[01) = [@1) ® |&7) (186)

2. Alice sends |t1) to Bob, and Bob now passes it through Uy, but before this, observe that for
any arbitrary input z, we have

Uf(m o |O>k|1>) _ Us(o) |O>)\;§Uf(|x> 1) (187)
_Imeje f(x)>kx> 2|19 f(z)) (188)
_lme(oe f(a\:/)%— 18 /(@) (189)

©e(0=1) _
(S e
_ (Cpi@ |x\>/§ 0) — 1)) (101)

Therefore, for |z) = |®+), we have

o) = 07 o) = 0y (2 o D211 (192)
= \}iUf(m) ® w> - ;iUf<|1> ® |O>ﬁ|1>) (193)
_ (1>f<0\>/|29? g(g -1 . (1)f<1>¢|; gog — 1)) 104
= Ll ) (2B ) it £(0) = £(1), o

(o) (1921 i (o) £ (1)

42/ 6§



Quantum Computing Muchang Bahng Spring 2024

3. Bob sends [t¢)2) back to Alice, who now applies the Hadamard gate on the first qubit now gives
us

+10) ( 2R ) it £(0) = £(1),
[vb3) = (H ® I) [¢h2) = o (196)
=< 1) 2 if £(0) # f(1)

— 170+ sy (22 (197)

4. Therefore, by measuring the first qubit, we can determine f(0) ® f(1), i.e., whether f(0) = f(1)
or f(0) # f(1).

5.2 The Deutsch-Jozsa Algorithm

This type of problem where we must efficiently guess this property of a function is called Deutch’s problem.

Definition 5.1 (Deutch’s Problem)

Alice selects a number z from 0 to 2" — 1, which can be represented as an element in {0,1}" (isomor-
phic?) and mails it in a letter to Bob. Bob calculates some function f : {0,1}" — {0, 1} and replies
with the result, which is either 0 or 1. Bob promises to use a function f which is one of two kinds:

1. f(z) is constant for all values of z, or

2. f(z) is balanced, meaning that it outputs 1 for exactly half of the possible z and 0 for the other
half (note that this does not mean that f outputs 0 and 1 probabilistically; f is completely
deterministic).

However, this problem is not known to have any applications, and probabilistic computation can be
similarly used to solve this problem with a high (but not certain) degree of accuracy.

Again, in the classical case, Alice may send Bob one value of x in each letter. At worst, she will need
to query Bob at least 2"~ + 1 times (half of possible inputs, plus one) and therefore the best deterministic
classical algorithm she can use therefore requires 2"~! + 1 queries (i.e. a computational complexity of
O(2™)). However, we claim that if Bob and Alice were able to exchange qubits instead of classical bits, and
Bob agreed to calculate f(x) using a unitary transformation Uy, then Alice can achieve her goal of just one
correspondence with Bob. Before we start, let’s introduce a lemma.

Lemma 5.1 ()

Given a state |x), the Hadamard gate H acts on it as

(=1)"%|z)
H|z) = ~—— (198)
ze%.:,l} \/5

and for general state |x) = |x125...2,), we have

(~1**|2)
HO |x) = 7= (199)

where x - z is the bitwise dot product of x,z € {0,1}" modulo 2.
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Proof.

We can see that for |x) = |0) or |1),

(=1)*|z)  |0) + (=1)*|1)
Hlz) = = (200)
P %

Now given |z) = |z125...x,), we can take the tensor products of these terms.

H"|X)=H|z)) Q H|12) ®...® H |zy,)

:< > \2(—1)”0121@))@...@( > W)

z1€{0,1} zn€{0,1}
= > (=1)"% J21) ® ... ® (=1)™*" |2n)
z€{0,1}" V2"
. Z (—1)ZrAtFTnn |2 20
z€{0,1}n var
_ oy 0
z€{0,1}" 2"

Theorem 5.2 (Deutsch Jozsa Algorithm)

Let Alice and Bob be isolated except for a channel where they may send qubits to each other. Alice
can solve Deutch’s problem with a single pass on a quantum circuit. The circuit is shown first for
clarity:

(05" — = —{x x W
Vs

| H Y Yo f)

Figure 12: Deutsch-Jozsa Algorithm.

Bob constructs the reversible extension Uy : |z)|y) — |z)|y @ f(x)). The following steps are taken.

1. Alice prepares a state 1) = H®"[0)*" @ |1) and sends it to Bob.

1) = BEHD (0 1)) = —— 3 | [12 1 (201)
Pl

3

2. Bob applies Uy to [¢1) to get

(=1)Y (z) |z) [10) — |1)
|2) = Uy |91) = (202)
= 3 SRR
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3. Bob sends |t¢5) back to Alice, who evaluates the Hadamard on the first n qubits. We can use
the previous lemma to get

" —1)x7Hf () |z) [10) — |1
) = H® |¢2>Zz:2x:( ) 5 | W >\/§| >] (203)

4. Alice now measures the query register (i.e., the first n qubits). The complete expansion is too
long to write out, but we can focus on the amplitude for the state |z) = |0)®™.

(—1)z+f @) (—1)f (=) 0) —|1)
> oy L (> G e gely e
z€{0,1}™ z€{0,1}m ze{0,1}7
Note that the amplitude for the state [0)®™ (i.e., when |z) =0...0)) is
1)/ (=)
y GO 2)n (205)
z€{0,1}"

There are two scenarios:

(a) If f(z) is constant for all values of z, then this amplitude would be

1)@
> (\1/)272 > %zliff(x)zo,

z€{0,1}n z€{0,1}"
(=1)f@ Z -1 )
Z —_— = 7:*11ff(x):1.
z€{0,1}n 2 ze{0,1}7 ~

Since [t3) must be a unit vector, this implies that all the other amplitudes are 0 and
therefore [¢3) = ]0)®".

(b) If f(x) is balanced, then the number of negative terms and positive terms will cancel each
other out, and so

=) il 1
> e =2 (- =0,
z€{0,1}"
meaning that the amplitude of [0)®" is 0.

Therefore, by measuring the query register, if everything pops up to 1, then it is constant and

if everything collapses to 0, then it is balanced.
Proof.
We’ve left out a lot of computation here for simplicity. Here we show the full derivations.

1. Trivial.

2. Again, to calculate [t¢3), we use the fact (which does not matter how many bits  is)

el =1 e D= 10)
Usle) @ =5 = (1) fay L,
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and sum it over all possible permutations of = € {0,1}" to get

Uslipn) = Uy (Z j§>> o L1

o (e 2

x

= Z(—l)m)\/ag7 ® w

x

3. |¢3) is calculated with the following steps.

em em o o) 0) — [1)
[s) = (H®™ @ I)|bs) = H® xe%}ﬂ( L ®z<ﬁ )

(1)@ | o 0 =11
we{;}n S A% | @ ==

(1Y@ (1 e | g 0= 1D
P R L

z€{0,1}" z€{0,1}"

z€{0,1}™ z€{0,1}"

Remember that quantum computation is superior to classical computation if both of the following re-
quirements are met:

1. We can utilize the non-binary superpositions of qubits to calculate more efficiently using quantum
parallelism.

2. We have some method to extract information from the output qubit(s) using measurements. The
answers are all there in the qubit state, but they are hidden: measuring it would cause it to collapse
onto a string of |0)s and |1)s, and so a creative method of gaining information is needed.

Theorem 5.3 (Quantum Fourier Transform)

The quantum Fourier transform is a unitary transformation that maps a state |z) to a state |Z)
according to the rule

2™ —1
1 2mixk
QFT|x) = — E e =" |k) (206)
2 k=0
0 273(0.2y, ) 1 0 275(0.Zp—1Tn) 1 0 27i(0.z122 Ty, 1
_ 0+ e o) e D, 0t D
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Proof.
1 2" -1 k
27r'Lx
Jon Z Z Z exp <2mx{2k12 ]) k1 ... k) (208)
kle{o 1} knef{0,1}
Z Z ® 2mixk; 2™ L (209)
kle{o 1} knef0,1} (=1
® Z Qﬂzxle |kl> (210)
2” =1 kle{O 1}
@ ® (0 +etmE |1>> (211)
= ® |0) + e2mi0-20) |1>) (212)
=8
0 27i(0.2) 1 0 271(0.21 22 Tx) 1
_[memmpy o)t B o1

V2

where we note that €27

can be ignored.

5.3 Phase Estimation

5.4 Order Finding

5.5 Factoring

5.6 Period Finding

5.7 Discrete Logarithms

5.8 Hidden Subgroup Problems
5.9 Shor’s Algorithm

6 Quantum Error Correction

is periodic, and so the terms to the left of the dot in the binary expansion

So far, we have only dealt with closed quantum systems that were isolated, but we need to deal with systems
that are open, which interact in some way with the outside world. These unwanted interactions in open

systems show up as noise in the in quantum information processing systems.

Example 6.1 (Classical Noise in Quantum Systems)

Given a classical computer with a SSD consisting of bits that are turned on and off, there may be
slight electromagnetic interference that causes a bit to flip. This is a form of noise. A simple model
is through a Markov chain for each bit, with two states and a transition probability matrix.

(37 1) (214)

This concept of noise is more formalized through the theory of stochastic processes.
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For those that know about stochastic processes, Markov semigroups P; are linear operators on some
measurable function which represents the state of the system. Just like how classical states are represented
by f, or in more elementary courses, a PMF vector, in quantum systems, we describe quantum states as
density matrices/operators p that undergo an evolutionary process of the following form.

Definition 6.1 (Quantum Operation)

A quantum operation £ is a completely positive, trace-preserving map that takes a density matrix
p to another density matrix p’.

p = E(p) (215)

Note that p and p’ are both density matrices, and two quantum operations that we know of are
unitary evolution £(p) = UpU' and measurement &,,(p) = M,,pM,,.

Therefore, quantum operations are a generalization of measurement operators, unitary evolution opera-
tors, and other evolutionary operators for open systems that we will describe below. The specific types of
non-standard operators are ones in which we treat £ as error channels that updates p.

6.1 System Coupled to Environment

A natural way to describe the dynamics of an open quantum system is to regard it as arising from an
interaction between the system of interest, which we call the principal system and an environment, which
together form a closed quantum system. We first make the important assumption that the system and the
environment, start in a product state.

P & Peny (216)

In general, this is not true, but for convenience, since the composite system is closed, we can evolve it
unitarily and then trace out the environment to get the reduced density matrix of the subsystem of interest.

E(p) = Treny [U(p ® penv)UT] (217)

We can visualize this with the figure below.

P — — E(p)
U

Penv ——

Figure 13: Quantum System Coupled to Environment.

If U does not involve any interaction with the environment, i.e. U = Usys ® Ueny, then we can write
E(p) = SyspUsTys, but this is not true in general since quantum systems interact constantly with their
environments, building up correlations. Therefore, two challenges come to mind:

1. How do we describe the dynamics of the system when it is coupled to an environment? It turns out
that in many cases of practical interest, it is reasonable to assume that the quantum system and its
environment start out in a product state (is uncorrelated). This is because when an experimentalist
prepares a quantum system in a specified state, they undo all the correlation between that system and
the environment. Ideally, all correlations will be destroyed, leaving the system in a pure state.

2. It seems that Uep, must be extremely large, making U also too large to model. But it turns out that
in order for this model to properly describe any possible transformation p — £(p), it suffices to model
the environment as a Hilbert space of no more than d? dimensions, where d is the dimension of the
principle system of interest.
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Question 6.1 ()

If a system evolves unitarily (at one trajectory or for all trajectories), then is it considered a closed
system? (The converse is true though)

6.2 Operator-Sum Representation

Quantum systems can be represented as the operator-sum representation, which is an equivalent statement
taking the partial trace of the system + environment as mentioned previously. We fix an orthonormal basis
for the finite dimensional state space of the environment and let peny = |€g) (eo] be the initial pure state of
the environment. We can assume that pe,, is a pure state since if it is mixed, then we can take a reference
system R and always purify it.

Definition 6.2 (Operation Sum Elements)

Therefore, we can write the operation on the subsystem as

E(p) = Trenv(p ® lea) (eol) = Y _ (el U [p @ leo) (el ] UT lex) = > ExpE] (218)
k k

where Ej = (ex|U ® |eg) are the operation elements. Note that this notation is a bit confusing,
since the (e[ is acting on |eg) and U is acting on p. The operators { E} } are known as the operation
elements for the quantum operation &.

We have again described a potentially non-unitary evolution of some system of interest p interacting
with its environment |eg) (ep|. It is a collection of operation elements {Ej}, and covers a broader class of
mappings than simply evolution, which is unitary mappings. The only restrictions on E}’s is the following
completeness relation.

Lemma 6.1 (Completeness Relation)

The operation elements satisfy an important constraint known as the completeness relation, analogous
to the completeness relation for evolution matrices in the description of classical noise (must be left-
stochastic matrices). In the classical case, the completeness relation arose from the requirement that
the probability distributions be normalized to 1. In the quantum case, the completeness relation
arises from the analogous requirement that the trace of £(p) be equal to 1.

1=Tr&(p) =Y EwpE] =Y E[Enp (219)
k k

Since this relationship is true for all p it follows that we must have

Y BB, =1 (220)
k

It is trivial to check that the unitary evolution operators satisfy this completeness relation. However,
there are quantum operations that are not trace-preserving, which we will talk about later. In summary,
operators-sum representation gives us a nice way to describe the dynamics of the principal system without
having to explicitly consider properties of the environment.

Example 6.2 (Neilsen Ex 8.4)
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Example 6.3 (Neilsen Ex 8.5)

6.3 Bit Flip and Phase Flip Channels

Definition 6.3 (Bit Flip Channel)

Figure 14: The effect of the bit flip channel on the Bloch sphere.

Lemma 6.2 (Operator-Sum Representation of Bit Flip Channel)

6.4 Depolarizing Channel

The depolarizing channel is an important type of quantum noise. Imagine we take a single qubit, and with
probability p that qubit is depolarized, that is, replaced by the completely mixed state /2. With probability
1 — p, the qubit is left unchanged.

Definition 6.4 (Depolarizing Channel)

The completely depolarizing channel is a quantum channel that takes in a qubit state |¢) and
outputs a state that is a mixture of the identity and the Pauli matrices acting on 1) of the form

I+ XpX +YpY +ZpZ
E(p) = ——— = =F (221)

By the depolarizing lemma, this always returns a density operator of the form é, which essentially

“depolarizes” the state. A (weak) depolarizing channel simply applies this channel as a damping
factor to the state.

I
£(p) = (L =p)p+p3 (222)
—(1-p)p+ gXpX +YpY + ZpZ (223)

which has the interpretation that the state p is left alone with probability 1 — p and the operators
X,Y, Z each applied with probability p/3.
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Figure 15: The effect of the depolarizing channel on the Bloch sphere, for p = 0.5. The entire sphere
contracts uniformly to the center.
Lemma 6.3 (Operator-Sum Representation of Depolarizing Channel)

To show that the depolarizing channel is a quantum operation, we can write it in the operator-sum
representation.

Eo= @I (224)
Ei= \/75)( (225)
Ey = \/T]_)Y (226)
By = 71’2 (227)

Proof.

Example 6.4 (Trajectory at Initial States)

Let us compute the trajectory for certain initial states. If we start at |1), then we have p = |1) (1]
and after the damping channel, we have

0
¥ =)= Evof + Bup8] = (3 ) (228)

and the Pauli decomposition for this state is r = (0,0,2y — 1). If we do this n times, we have

7" 0
(5 ') (229
We should have a continuous model of time. Fortunately, we can model the probability of decay in
an infinitesimal time At by setting v = ['At. Therefore, the persistence probability is defined

dim (1 - TAt)/A = Tt (230)
5

Therefore as time ¢t — oo, the state will decay to |0) from |1). It goes from a pure state to a mixed
to a pure.
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The depolarizing channel can be generalized to quantum systems to dimension more than 2. For a
d-dimensional quantum system, the depolarizing channel again replaces the quantum system with the com-
pletely mixed state I/d with probability p and leaves the state untouched otherwise. The corresponding
quantum operation is

£p) =20+ 1)y (231)

6.5 Amplitude Damping Channel
Definition 6.5 (Amplitude Damping Channel)

The amplitude damping channel is a model for the decay of an excited state |1) to the ground
state |0) by some interaction with the environment (e.g. spontaneous emission). Visually, this means
that this decays “up” on the Bloch sphere. Let’s denote the principle-environment system to be
|z) ly), with one qubit each. It has the circuit notation

|0} 10) = 10) |0) (232)
[1)10) = 710} [1) + v/1 —~v[1) |0) (233)

where ~y is the probability of decay. What this essentially means is that if the principle system is at
|0), it doesn’t change, and if it is at |1), then it is mapped through some operation channel £ to a
mixed state (but a pure state in the entire system) that has a probability v of being in |0) and /T — v
of being in |1).

Figure 16

The operation elements for this channel are

Fo— (é \/1070 B = (8 \oﬁ) (234)

and the evolution can be visualized below.

Figure 17: The effect of the amplitude damping channel on the Bloch sphere.

Lemma 6.4 (Operator-Sum Representation of Amplitude Damping Channel)

To show that the depolarizing channel is a quantum operation, we can write it in the operator-sum
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representation.
g (L 0 po— (9 V7

Proof.

In order to obey the transition requirements defined, we must have
1 0
Bo = (01U10) = 110)5 (01 + VI=7 D5 (s = (5 1) (236)
0
B = U =10 alvi= (g %) (237)

6.6 Phase Damping Channel

A noise process that is uniquely quantum mechanical, which describes the loss of quantum information
without loss of energy, is called phase damping. Physically, it describes, for example, what happens when
a photon scatters randomly as it travels through a waveguide, or how electronic states in an atom are
perturbed upon interacting with distance electrical charges. The energy eigenstates of the quantum system
do not change as a function of time, but do accumulate a phase which is proportional to the eigenvalue.

Definition 6.6 (Phase Damping Channel)

To show that the phase damping channel is a quantum operation, we can write it in the operator-sum

representation.
1 0 0 0
Ey = , EF1= 238
=0 =) 2= ) o

Lemma 6.5 (Operator-Sum Representation of Phase Damping Channel)

7 Quantum Simulation

Neilsen and Chuang and of chapter 4.

8 Quantum Search Algorithms
9 Class

Definition 9.1 (Separable)

Density matrix p is separable iff
p= Zpipi,A ® pi,B (239)

2

else it is entangled.
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Definition 9.2 (Werner State)

A Werner state is a state of the form

I
p=n|®){(®F[+ (1 -n)7 (240)
where |®1) = %(|00> + ]11)). You have some entangled state, and you are mixing into a it a

maximally mixed state.

Now we can take some density matrix p; and decompose it as simple the sum of separable density
matrices. Note that these are not technically density matrices since they must be normalized, so there is an

extract factor of 1/4,1/2,1/2 on p1, ps, p3 respectively.

1 = p 4 (rH + pl==) (= + I, =) (i =il + pl =i, +3) (i +]
1 1

Note also that
P2 = |00) (00| + |11) (11|

and
ps = |01) (01| + |10) (10|

Therefore after some calculations, we have another decomposition of a density matrix

I/ e/ l—n n\_
p(n) = 5p1 + 1 p2+< 1 2)/)3

2
:ﬁ4.@+1_7772.@+1;772.ﬁ73
27 4 4 2 4 2
Just as a sanity check, the coefficients must sum to 1. This is true since
n 1—n 1—-3n
1.4 .9 2=1
2 * 4 * 4

(241)

(242)

(243)

(244)

(245)

(246)

(247)

This is valid if all the coefficients are positive, which means that n < 1/3. Therefore, if n < 1/3, then p(n) is
separable. It turns out that as we decrease n from 1 down to 0, it starts off entangled and then at n = 1/3

it vanishes. This is very surprising.

Question 9.1 ()

Is this because of matrix eigenbases being discontinuous over small perturbations of the elements?

Definition 9.3 (Schmidt Decomposition)

We can decompose a n qubit vector into
%) =Y Cjkli) k)
ik

we take the SVD of C' = UDV and then we can write the above as
) = UiiDiVir [3) 1K) =Y Ailia) lin)
ijk i
where A\, = D;; are the Schmidt coefficients, |i4) = Uj; |j), and |ig) = Viy |k).

(248)

(249)
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Lemma 9.1 ()

The density matrix p is a product state iff its Schmidt number (the number of non-zero Schmidt
coefficients) is 1. Therefore, the local density matrices

pa=Y A lia) (ial (250)

which implies non zero eigenvalues are the same for p4, pg. It is also the case that the purity matches
Tr(p%) = Tr(p%) and the von Neumann entropy is the same S(pa) = S(pp). Also

UA®U},|1/1> :Z)\iUA |iA>®UB |ZB> (251)

Recall the definition of Shannon entropy.

Definition 9.4 (Shannon Entropy)

The Shannon entropy of a probability distribution p(z) is
H(p)=—>_ p(z)logp() (252)
where we take the convention that 0log0 = 0.

Theorem 9.1 (Subsystem Entropy)
Classicaly, the subsystem has a smaller entropy than the whole system.

H(x) < H(z,y) (253)

Definition 9.5 (Von Neumann Entropy)

The von Neumann entropy of a density matrix p is
S(p) = —Tr(plog p) (254)

Quantum mechanically, this is not necessarily true, but this is a necessary (not sufficient) condition for
separability.
S(A) or S(B) < S(A, B) (255)

This means that subsystems may exhibit more entropy than the whole system. In fact, it turns out that
S(4) > S(A, B) (256)

is a sufficient condition for entanglement.
Now let’s apply this to the Weiner State, where I use log,
S(A) =1 (257)

1-n 1—np 1—n 1+3n
4 7 4 7 47 4

S(A,B) = H< (258)

If we graph this, we will see a monotonically decreasing function of 1, and n = 0.7476 is the critical point
where it becomes entangled. Now let’s talk about majorization.
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Definition 9.6 (Majorization)

We say x is majorized by y, or x < y, if
k k
doEr <Yy (259)
i=1 i=1

Theorem 9.2 (Equivalent Property for Majorization)

x < y iff x = Dy, where D is a doubly stochastic matrix.

Look at Neilsen and Kempe 2000, which states that separable states are more disordered globally than
locally.

Theorem 9.3 ()

If pap is separable, then A(pag) < A(pB).

10 Class

Let’s talk about how to simulate a quantum system.
1. First, you want to prepare the state by starting off with a vacuum. This is the most costly.
2. Then you do time evolution by implementing U (t) = e~ You can implement U with basic circuit

elements such as H, T, CNOT, R, , ,(0), etc. We use trotterization to approximate U(t) by a series
of gates. To do this, you first know that you can decompose a U acting on a tensor product space

4m—1
H=> o;P (260)
j=0
where
Pj =0 R0, ®...00;, (261)
and L
Tr(HP
a; = r(2n 3) (262)

and then you compute

U(t) = exp < - ZZ ajf?jt) (263)

J
3. Finally you measure.

To talk about trotterization, note that eA + B # e“e? when [A, B] # 0. However, we can use the Baker-
Campbell-Hausdorff formula to approximate this. It is a two step process. First, since the Hamiltonian
commutes with itself, we can write the evolution in tiny steps. This intuitively allows us to cancel out the
higher order terms in the BCH expansion since if ¢ is small, then we can approximate t? ~ 0.

N
.t ) .
U(t) = <exp<i§ aijN)> N@&)( emjaﬂ’f(t/N)) (264)
J J

Therefore, we get this approximation by setting finite but large N. The error is ~ §t2 € O(t?) where
d = t/N. You can also incorporate symmetrization to improve the error by taking the eigendecomposition
of each product.

(BA% eB‘SteA%)N (265)
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The errors are not only dependent on the stepsize ¢, but also by the commutators. This is known as
commutator scaling. To actually implement each of the exponentiated Pauli operators, we can use the
following.

Example 10.1 (Exercise 2: 1.D.4)

How to compile e~ #Z®--®2)¢  Recall that the CNOT in the classical sense stores the parity of the
control and target qubits. If you create a string of them, you can calculate the sum of the parity of
all the qubits, called the CS parity.

b ——
V¢ l; éu(

7 — busho.e [0\ &
(et 2)

Figure 18: Test.

So, it turns out that the exponential of the Z operators is

lcosl —(Z®...® Z)sinf (266)
where Z = e*" with the free parameter 6. It is — if state is 0 parity and 1 if state is 1 parity. You
can then use the e~*4? gate after (puts — phase on every state that has parity 0 and + on every state
that has parity 1). For any Pauli operatorP;, you use basis transformations. Recall that

Ue Hpt = ¢~ UHU' (267)
So you can do a basis transformation to the computational basis, apply the e~*4? gate, and then

transform back with UT. For example, if we applied the Hadamard H®"Z®" = X®" to get this
formula for the input X®”. Here is an example below to get for Z® X @ Y.

SS
e
Uz w-¥

Figure 19: Test.
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Example 10.2 (Harmonic Oscillator)

Given the equation

H=p*+3* (m=w=1) (268)
we have

N
U(t) ~ (e‘iiQt/Ne_iﬁt/N> for large N (269)

and [z, p] = i. No way to diagonalize both. z, p related by QFT.

5 / dp [p) (plz) (270)

So that

1 ipT
V() = <= / dp(p)e (271)

So we can rewrite the momentum piece as the fourier transform of the position piece.
A2 . Ry
Ut) ~ <e” t/NQFTle”’t/NQFT> (272)

So now the question is now how to evaluate e~ t/N  This is relevant to the ¢go problem. Note
that & is a continuous operator, and we want a discrete representation for qubits. We want to decide
on a basis for X. An intuitive way is to literally just discretize the position space with ticks and label
each tick as |0),[1),...,|2" — 1). This is referred to as JLP. The second option is to use a hardware
and simulated state living in their own Hilbert spaces.
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